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Figure 3. The distribution of observed (black) versus simulated (blue) galaxies in the color-mass plane at z = 0, shown for three band combinations beyond the
(g-r) explored in this work: (u-i), (u-r), and (r-i). Conditional 2D kernel density estimates (KDEs) are shown with contours at {0.2,0.5,0.75,0.98}. On the right
side of each panel the marginalized one-dimensional PDF is shown, drawing a simulated sample with the same stellar mass distribution as the observations
using a discrete inverse transform sampling method. We see that the (u-i) and (u-r) colors show the same level of excellent quantitative agreement with respect
to the observations, while the (r-i) colors of low mass galaxies are slightly too red.

Indeed, the colors of stellar populations are sensitively depen-
dent on both age and metallicity. Yet, we have demonstrated excel-
lent quantitative agreement between simulated and observed galaxy
colors down to, at least, stellar masses of 109.5 M� . Therefore, the
apparent tension in the stellar age and metallicity relations at these
same masses suggests that the direct comparison of age and metal-
licity is presently less informative than the more indirect compari-
son of color, because of the difficulty of making a rigorous compar-
ison of the simulated results with SDSS fiber-derived quantities.

son et al. in prep) with the MILES libraries over 3750< � < 7000 in the
seven-dimensional parameter space of {zresidual, M?, Z?, ⌧SFH, tage, ⌧1,dust,
�disp} with broad priors on each – suggests that the correspondingly derived
median stellar metallicities are offset lower by ⇠ 0.2 dex at M? = 1010 M�
and by ⇠ 0.5 dex at M? = 109 M� with respect to the presented simula-
tion values. This implies that the apparent tension in the Z? � M? relation
arises solely from an overly simplistic comparison (Nelson et al. in prep).
Note that we truncate this mock Zstars measurement at M? ' 1010.5M� ,
after which our current modeling implies a similar and roughly constant
offset extends up to the more massive galaxies. A more robust conclusion
in this regime, however, would require an improved fitting of systems with
significant stellar velocity dispersions.

4.2 Characterizing the Color-Mass Plane

Color combinations with the u-band will span the 4000Å break at
low redshift, making them more sensitive indicators of quiescence
and star formation history (Bruzual 1983). We therefore augment
the (g-r) colors presented thus far with several additional compar-
isons against the SDSS sample. In Figure 3 we show contours of the
full two dimensional distributions in the color-mass plane for four
band combinations: (u-i), (g-r), (r-i), and (u-r), comparing each to
the same z < 0.1 SDSS galaxies. We see that each of (u-r), (u-i),
and (r-i) share the same level of quantitative agreement with the ob-
servations as (g-r). The blue population in (r-i) color is excessively
red by roughly 0.1 dex, and since (r-i) is sensitive to dust reddening
this discrepancy may indicate tension in our dust modeling.

More interestingly, we see the emergence of several second
order discrepancies. These would have been impossible to observe,
much less characterize, without this excellent base level of agree-
ment. Two are immediately obvious.

The first is the fact that the sharp transition from blue to red
occurs at slightly too high M? in the simulations, by about 0.1 dex.
The immediate conclusion would be that galaxies transition to a
red-dominated population slightly too late. We caution, though, that
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14 Dunn & Fabian

Figure 13. The cooling time profiles of all the clusters in the sample which
harbour clear bubbles. The average powerlaw index is 1.19 with a range of
0.83− 1.76.

Figure 14. The profiles of all the clusters in the sample which harbour clear
bubbles showing the cumulative amount of power required to offset the X-
ray cooling. Note that the differential of these curves, the heating radio per
kpc, is approximately flat (Fig. 15). The average powerlaw index is 1.40
with a range of 0.80− 2.09.

Figure 15. The profiles of all the clusters in the sample which harbour clear
bubbles showing the amount of power required to offset the X-ray cooling
per kpc.

c⃝ 0000 RAS, MNRAS 000, 000–000

A cool core census 7

Figure 2. Median cumulative (left panel) and di↵erential (right panel) gas fraction profiles as a function of r/r500 at z = 0. We plot
the observed profiles from Pratt et al. (2010) and Landry et al. (2013) (dashed gray line) for the cumulative and di↵erential profiles
respectively, with the shaded regions encompassing 68 per cent of the sample. To ensure a fair comparison, we compute the median
simulated profile for those clusters with M500 > 2⇥ 1014 M� (solid purple line). The universal baryon fraction (⌦B/⌦M ⌘ 0.157) is denoted
by the black dotted line. The inset in the left panel shows the gas fraction profiles on a log scale to clarify the di↵erence at small radii.
The median simulated profiles rise more steeply than the observed profiles, before flattening at larger radii.

Figure 3. Median cumulative gas fractions at z = 0 for CCs (solid blue line) and NCCs (red dashed line) defined by the central electron
number density (left panel), central cooling time (centre panel) and cuspiness parameter (right panel). The shaded (hashed) region
denotes 68 per cent of the sample for CCs (NCCs) and the dotted line denotes the universal baryon fraction. We find that CCs and
NCCs have very similar gas profiles regardless of the defining criterion.

creted at low redshift. Similar gas fraction results were found
in the c-eagle cluster simulations (Barnes et al. 2017b).

The gas fraction profiles help to explain why we find
a lower simulated CC fraction than observed, especially for
the concentration parameter. A gas fraction that rises more
rapidly will result in a greater fraction of the X-ray emission
coming from larger radii. This will result in systematically

lower concentration parameter values. In the inset of Fig. 2
we plot the gas fraction on a log scale and we find that the
median simulated gas mass enclosed in 0.01r500 is 70 per cent
lower than observed. Therefore, the central electron number
density in the simulated clusters is systematically lower and
fewer clusters will be defined as CCs by this criterion. From
eq. 1, it is clear that a lower central number density will

MNRAS 000, 1–22 (2017)

Barnes et al. (2018)



The IllustrisTNG 
project TNG50 TNG100 TNG300

L 52 Mpc 106 Mpc 303 Mpc

N 21603 18203 25003

dm-softening 0.3 kpc 0.7 kpc 1.5 kpc
target mass 8 x 104 1.3 x 106 107 Msun

• Cosmological volume 
simulation 

• Include the physics effects 
that we believe to be 
important for galaxy formation 

• Star formation + feedback 

• SMBH growth 

• AGN feedback
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model — AGN feedback
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• low mass, high  
accretion rate:  
thermal  
(rather inefficient) 

• high mass, low 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(very efficient)
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Simulations - IllustrisTNG 
Results
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Supermassive black holes in IllustrisTNG 4063

Figure 3. Top panel: Distribution of the lookback time when the (last)
quenching happens for more than 17 000 quenched central galaxies with
a redshift z = 0 stellar mass larger than 1010.5 M⊙ and a star formation
rate at least 1 dex below the star-forming main sequence. Bottom panel:
Distribution of time between last quenching and last major merger prior to
quenching (see the text for precise definition). The scale of the histogram is
shown on the right axis, while the cumulative distribution function is shown
on the left axis.

Figure 4. Cumulative distribution function of the average energy injected
between the last snapshot when galaxies are found above 0.1 times the SFMS
and the first time below this threshold. We consider the same galaxies here
as in Fig. 3. Note that the spacing between two snapshot outputs is around
200 Myr. The dashed and dash–dotted lines measure the same quantity for a
sample of quiescent and star-forming galaxies, respectively, with the same
distribution in redshift as the quenching events.

Figure 5. Top panel: 2D histogram of star formation efficiency, defined
as the star formation rate divided by the gas mass within twice the stellar
half-mass radius, versus black hole mass, colour coded by average stellar
over black hole mass. The solid grey line shows the average. Bottom panel:
Black hole masses versus stellar mass colour coded by the star formation
efficiency. The solid grey line shows the median. The symbols with errorbars
are observational data taken from Savorgnan et al. (2016).

(2016), in the sense that the observational data could be drawn as a
subset of the simulated objects. The median in the low-mass rela-
tion shows a slight steepening up to 1010 M⊙ (see Graham & Scott
2015; Bower et al. 2017), which is likely caused by the dependence
of the black hole accretion rate on the square of the black hole mass
(Anglés-Alcázar et al. 2013). However, this behaviour is resolu-
tion dependent (Pillepich et al. 2018a, fig. A2), and less prominent
in the higher resolution TNG100 simulation. Furthermore, due to
a lack of resolution we do not perform a decomposition of each
galaxy to derive a mass for the bulge component in our simula-
tion data. This aspect, as well as the resolution dependence of both
stellar (e.g. Weinberger et al. 2017, their appendix B) and black
hole mass (Appendix B), leads to some uncertainties in the the-
oretical prediction. The relation for a higher resolution (TNG100
equivalent) simulation as well as the effect of a bulge-to-disc de-
composition is shown in Weinberger et al. (2017, fig. 5). The scatter
in the simulation prediction is smaller than in the observational
sample, which is a generic feature of many simulation models (e.g.
Volonteri et al. 2016, their section 3.3 and references therein). To
quantify our comparison of the scatter, we added Gaussian random

MNRAS 479, 4056–4072 (2018)Downloaded from https://academic.oup.com/mnras/article-abstract/479/3/4056/5046730
by UB Heidelberg user
on 15 August 2018
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Simulations - IllustrisTNG 
Results

• Kinetic feedback quenches galaxies 


• To quench a galaxy, the accretion 
rate needs to decrease.


• Weak correlation with gas-rich 
galaxy major mergers


• Quenching events decoupled from 
quasar luminosity function

RW et al. (2017a)



Simulations — IllustrisTNG 
quasar luminosity function
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• reasonably 
reproduced  

• high mass SMBH 
(log(M) > 9) only 
enter at high redshift 

• SMBHs that enter 
here are not 
responsible for galaxy 
wide quenching

RW et al. (2018)



IllustrisTNG —  
what have we  learned?

• AGN (radio) feedback generally can work, adequately 
reproducing galaxy properties and correlations, as far as 
tested so far.


• More comparisons with observations needed and on the 
way


• Some problems remain (gas profiles in clusters, low 
luminosity AGN too abundant, …)



Simulations - IllustrisTNG 
Open questions

• Transition to kinetic mode — what is the origin?


• Exploration of different observables, both galaxies and 
AGNs — do they show a coherent picture? 
public data release TNG100/300: Dec 7th, 2018 !!!


• Is the model and parameters we use realistic? Are the 
efficiencies achievable?



Simulations -  
radio jets in galaxy clusters

• jets in galaxy 
clusters


• supersonic


• hydrodynamic, not 
ballistic

Simulating jets 4537

Figure 4. Left to right: jet velocity |v| /cs, kinetic energy flux, magnetic energy flux and momentum flux of a 3 × 1044 erg s−1 jet after 42 Myr, all measured
in the black hole rest frame. Each panel is 200 kpc in the vertical, and 100 kpc in the horizontal directions, and shows jet-material-weighted averaged quantities
over a 10 kpc depth.

4.1 Jet properties

One of the key properties of a jet is its internal Mach number
|v| /cs (Fig. 4). Although we set up a low-density jet in pressure
equilibrium, i.e. with a high sound speed, we paid attention that
the jet actually reaches supersonic speeds (the maximum absolute
velocity is ∼1.0 × 105 km s−1) in the black hole rest frame, so that it
transports its kinetic energy flux outwards and thermalizes in a low-
density cavity. The magnetic fields are frozen into the plasma and
transported outward with the fluid flow, staying confined within the
cavity. Note that the magnetic energy flux here is about two orders
of magnitude lower than the kinetic energy flux. In this particular
simulation, we choose thermal and CR pressure in the injection
region in equipartition, while the magnetic pressure is 10 per cent
of the thermal pressure.

The momentum flux of the jet in the black hole rest frame is
lower than the momentum flux of the surrounding medium out-
side the expanding lobe (in the post-bow-shock region). This is the
case because we have set up a low-density jet, which has important
consequences for the resulting dynamics as well as for the mor-
phology of the cavity (see also Krause 2003; Gaibler et al. 2009;
Hardcastle & Krause 2013, 2014; Guo 2015): the surrounding mate-
rial is pushed aside by pressure forces of the expanding lobe, which
itself is fuelled by the jet, rather than being directly displaced by a
jet with high-momentum flux. Consequently, the lobe expands in all
directions, not just in the jet propagation direction, thereby naturally
leading to a considerable horizontal extent. A higher density jet, on
the other hand, would propagate further with the same amount of
energy (see Appendix B).

The jet shown here reaches remarkably large distances of more
than 75 kpc, which is surprising given its moderate power of 3
× 1044 erg s−1. This is in qualitative agreement with Massaglia

et al. (2016), who find that the transition from Faranoff–Riley type
I to type II type morphology occurs at Ėjet ∼ 1043 erg s−1 for
purely hydrodynamic jets. However, there are several effects that
could in principle obstruct the jet propagation. First, the surround-
ing material has in our run a favourable uniform density and no
prior fluid motions or magnetic fields. A clumpy medium would be
more readily capable of stopping the jet or delaying its propagation
(Mukherjee et al. 2016), while large-scale density, velocity and
magnetic field fluctuations can also redirect and deform the result-
ing low-density channels (Gan et al. 2017), making it more difficult
for a jet to propagate outwards. Secondly, instabilities of the jet,
such as a magnetic kink instability, can help to disperse the jet
(Tchekhovskoy & Bromberg 2016), limiting its range. We avoided
such instabilities by choosing a low degree of magnetisation, mainly
because we expect their occurrence to be very sensitive to the details
of the injection of the magnetic field (which is toroidal in our case,
not helical as expected in jets). Because of these reasons, we expect
the jet range to be slightly overestimated in our study.

There are also hydrodynamical effects, such as internal recolli-
mation shocks (Norman et al. 1982) and non-axisymmetric modes
(Hardee 1987) that affect the deceleration of the shock. As the target
cell size of a computational cell in the jet is V

1/3
target = 188 pc (while

the jet width is several kpc), we are able to marginally resolve these
effects. A careful quantitative study of these instabilities, however,
would require a substantially increased resolution in the jet and a
relativistic treatment of MHD, which is beyond the scope of this
paper.

Another interesting detail is the absence of a backflow down to the
injection base, connecting the two lobes (Cielo et al. 2014, 2017).
We note that for some of our simulations, in particular the high-
power jets, such backflows are present. We suspect that the absence
of the backflows is partially due to the (intentional) separation of

MNRAS 470, 4530–4546 (2017)Downloaded from https://academic.oup.com/mnras/article-abstract/470/4/4530/3865149
by Universität Heidelberg user
on 15 August 2018
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Figure 4. Left to right: jet velocity |v| /cs, kinetic energy flux, magnetic energy flux and momentum flux of a 3 × 1044 erg s−1 jet after 42 Myr, all measured
in the black hole rest frame. Each panel is 200 kpc in the vertical, and 100 kpc in the horizontal directions, and shows jet-material-weighted averaged quantities
over a 10 kpc depth.

4.1 Jet properties

One of the key properties of a jet is its internal Mach number
|v| /cs (Fig. 4). Although we set up a low-density jet in pressure
equilibrium, i.e. with a high sound speed, we paid attention that
the jet actually reaches supersonic speeds (the maximum absolute
velocity is ∼1.0 × 105 km s−1) in the black hole rest frame, so that it
transports its kinetic energy flux outwards and thermalizes in a low-
density cavity. The magnetic fields are frozen into the plasma and
transported outward with the fluid flow, staying confined within the
cavity. Note that the magnetic energy flux here is about two orders
of magnitude lower than the kinetic energy flux. In this particular
simulation, we choose thermal and CR pressure in the injection
region in equipartition, while the magnetic pressure is 10 per cent
of the thermal pressure.

The momentum flux of the jet in the black hole rest frame is
lower than the momentum flux of the surrounding medium out-
side the expanding lobe (in the post-bow-shock region). This is the
case because we have set up a low-density jet, which has important
consequences for the resulting dynamics as well as for the mor-
phology of the cavity (see also Krause 2003; Gaibler et al. 2009;
Hardcastle & Krause 2013, 2014; Guo 2015): the surrounding mate-
rial is pushed aside by pressure forces of the expanding lobe, which
itself is fuelled by the jet, rather than being directly displaced by a
jet with high-momentum flux. Consequently, the lobe expands in all
directions, not just in the jet propagation direction, thereby naturally
leading to a considerable horizontal extent. A higher density jet, on
the other hand, would propagate further with the same amount of
energy (see Appendix B).

The jet shown here reaches remarkably large distances of more
than 75 kpc, which is surprising given its moderate power of 3
× 1044 erg s−1. This is in qualitative agreement with Massaglia

et al. (2016), who find that the transition from Faranoff–Riley type
I to type II type morphology occurs at Ėjet ∼ 1043 erg s−1 for
purely hydrodynamic jets. However, there are several effects that
could in principle obstruct the jet propagation. First, the surround-
ing material has in our run a favourable uniform density and no
prior fluid motions or magnetic fields. A clumpy medium would be
more readily capable of stopping the jet or delaying its propagation
(Mukherjee et al. 2016), while large-scale density, velocity and
magnetic field fluctuations can also redirect and deform the result-
ing low-density channels (Gan et al. 2017), making it more difficult
for a jet to propagate outwards. Secondly, instabilities of the jet,
such as a magnetic kink instability, can help to disperse the jet
(Tchekhovskoy & Bromberg 2016), limiting its range. We avoided
such instabilities by choosing a low degree of magnetisation, mainly
because we expect their occurrence to be very sensitive to the details
of the injection of the magnetic field (which is toroidal in our case,
not helical as expected in jets). Because of these reasons, we expect
the jet range to be slightly overestimated in our study.

There are also hydrodynamical effects, such as internal recolli-
mation shocks (Norman et al. 1982) and non-axisymmetric modes
(Hardee 1987) that affect the deceleration of the shock. As the target
cell size of a computational cell in the jet is V

1/3
target = 188 pc (while

the jet width is several kpc), we are able to marginally resolve these
effects. A careful quantitative study of these instabilities, however,
would require a substantially increased resolution in the jet and a
relativistic treatment of MHD, which is beyond the scope of this
paper.

Another interesting detail is the absence of a backflow down to the
injection base, connecting the two lobes (Cielo et al. 2014, 2017).
We note that for some of our simulations, in particular the high-
power jets, such backflows are present. We suspect that the absence
of the backflows is partially due to the (intentional) separation of
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Figure 4. Left to right: jet velocity |v| /cs, kinetic energy flux, magnetic energy flux and momentum flux of a 3 × 1044 erg s−1 jet after 42 Myr, all measured
in the black hole rest frame. Each panel is 200 kpc in the vertical, and 100 kpc in the horizontal directions, and shows jet-material-weighted averaged quantities
over a 10 kpc depth.

4.1 Jet properties

One of the key properties of a jet is its internal Mach number
|v| /cs (Fig. 4). Although we set up a low-density jet in pressure
equilibrium, i.e. with a high sound speed, we paid attention that
the jet actually reaches supersonic speeds (the maximum absolute
velocity is ∼1.0 × 105 km s−1) in the black hole rest frame, so that it
transports its kinetic energy flux outwards and thermalizes in a low-
density cavity. The magnetic fields are frozen into the plasma and
transported outward with the fluid flow, staying confined within the
cavity. Note that the magnetic energy flux here is about two orders
of magnitude lower than the kinetic energy flux. In this particular
simulation, we choose thermal and CR pressure in the injection
region in equipartition, while the magnetic pressure is 10 per cent
of the thermal pressure.

The momentum flux of the jet in the black hole rest frame is
lower than the momentum flux of the surrounding medium out-
side the expanding lobe (in the post-bow-shock region). This is the
case because we have set up a low-density jet, which has important
consequences for the resulting dynamics as well as for the mor-
phology of the cavity (see also Krause 2003; Gaibler et al. 2009;
Hardcastle & Krause 2013, 2014; Guo 2015): the surrounding mate-
rial is pushed aside by pressure forces of the expanding lobe, which
itself is fuelled by the jet, rather than being directly displaced by a
jet with high-momentum flux. Consequently, the lobe expands in all
directions, not just in the jet propagation direction, thereby naturally
leading to a considerable horizontal extent. A higher density jet, on
the other hand, would propagate further with the same amount of
energy (see Appendix B).

The jet shown here reaches remarkably large distances of more
than 75 kpc, which is surprising given its moderate power of 3
× 1044 erg s−1. This is in qualitative agreement with Massaglia

et al. (2016), who find that the transition from Faranoff–Riley type
I to type II type morphology occurs at Ėjet ∼ 1043 erg s−1 for
purely hydrodynamic jets. However, there are several effects that
could in principle obstruct the jet propagation. First, the surround-
ing material has in our run a favourable uniform density and no
prior fluid motions or magnetic fields. A clumpy medium would be
more readily capable of stopping the jet or delaying its propagation
(Mukherjee et al. 2016), while large-scale density, velocity and
magnetic field fluctuations can also redirect and deform the result-
ing low-density channels (Gan et al. 2017), making it more difficult
for a jet to propagate outwards. Secondly, instabilities of the jet,
such as a magnetic kink instability, can help to disperse the jet
(Tchekhovskoy & Bromberg 2016), limiting its range. We avoided
such instabilities by choosing a low degree of magnetisation, mainly
because we expect their occurrence to be very sensitive to the details
of the injection of the magnetic field (which is toroidal in our case,
not helical as expected in jets). Because of these reasons, we expect
the jet range to be slightly overestimated in our study.

There are also hydrodynamical effects, such as internal recolli-
mation shocks (Norman et al. 1982) and non-axisymmetric modes
(Hardee 1987) that affect the deceleration of the shock. As the target
cell size of a computational cell in the jet is V

1/3
target = 188 pc (while

the jet width is several kpc), we are able to marginally resolve these
effects. A careful quantitative study of these instabilities, however,
would require a substantially increased resolution in the jet and a
relativistic treatment of MHD, which is beyond the scope of this
paper.

Another interesting detail is the absence of a backflow down to the
injection base, connecting the two lobes (Cielo et al. 2014, 2017).
We note that for some of our simulations, in particular the high-
power jets, such backflows are present. We suspect that the absence
of the backflows is partially due to the (intentional) separation of

MNRAS 470, 4530–4546 (2017)Downloaded from https://academic.oup.com/mnras/article-abstract/470/4/4530/3865149
by Universität Heidelberg user
on 15 August 2018
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energy deposition
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Figure 13. The cooling time profiles of all the clusters in the sample which
harbour clear bubbles. The average powerlaw index is 1.19 with a range of
0.83 − 1.76.

Figure 14. The profiles of all the clusters in the sample which harbour clear
bubbles showing the cumulative amount of power required to offset the X-
ray cooling. Note that the differential of these curves, the heating radio per
kpc, is approximately flat (Fig. 15). The average powerlaw index is 1.40
with a range of 0.80 − 2.09.

Figure 15. The profiles of all the clusters in the sample which harbour clear
bubbles showing the amount of power required to offset the X-ray cooling
per kpc.

c⃝ 0000 RAS, MNRAS 000, 000–000

101 102

distance [kpc]

10�2

10�1

100

�
E

(<
r)

/
�

E
to

t

lobetotal

in lobe

outside lobe

Dunn and Fabian (2006)
RW et al. (2017b)

Simulations -  
energy deposition



Simulations — 
morphology of lobes

14 K. Ehlert et al.
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Figure 10. Density projections for our lower resolution simulations with varying jet parameters. We show a full projection of the jet
tracer-weighted density at 70 Myr. The jet activity time increases from top to bottom and the jet power increases from left to right as
indicated. Jets with similar energy are ordered along diagonals from the bottom left to the top right. The scale bar corresponds to 20 kpc
in all panels and decreases from left to right but stays constant along diagonals with Ejet ⇡ const.

jet tracer threshold by an order of magnitude. We compare
our simulated Alfvén heating rates to theoretical predictions
by Jacob & Pfrommer (2017a) for the Perseus cluster who
found steady-state solutions in which the heating rates due
to Alfvén heating (at small radii) and thermal conduction
(at larger radii) balance radiative cooling. Our simulated
Alfvén heating rates are in good agreement with the theo-
retical predictions up to 30 Myr after jet launch with details
depending on parameter choices as we will now discuss. At
later times, newly launched jets are expected to replenish
the CR energy reservoir, which has then significantly cooled
via Alfvén wave losses.

The overall shape of the radial profile of Hcr is deter-
mined by the jet energy, power and lifetime. The jet en-
ergy Ejet has an ambivalent role: if it is too small there
is not enough CR energy injected and the induced heating
rate cannot balance radiative losses of the gas. On the other

hand, if the jets are too energetic they pierce out of the clus-
ter centre and reach the outskirts of the core, which makes it
di�cult for CRs to di↵use back to the origin and to maintain
a large heating rate.

For jets with Ejet = const. but varying luminosity and
lifetime, the profiles di↵er slightly (Fig. 8, top right panel).
The heating rate profile is steeper for low-luminosity jets
with longer activity times. This is because low-luminosity
jets are more quickly decelerated by the inertia of the am-
bient ICM and CRs have more time to di↵use back towards
the cluster centre where they sustain a larger central heating
rate.

Jets with constant ⌧jet exhibit an increasing heating ra-
dius with increasing Pjet (Fig. 8, bottom left panel). A larger
jet luminosity corresponds to enhanced CR production (at
⌧jet = const.) while the jet also pushes to larger radii. At
small radii there is a larger variance of Hcr because of the
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Figure 13. Same as in Fig. 10 but for the Mach number M that was weighted with the energy dissipation rate at the shocks. We
overplot M projections of two snapshots, at 5 Myr and 20 Myr. Here, projections have constant dimensions of 80 kpc � 60 kpc � 60 kpc
centred at (40-0-0). Low-power jets show at best small Mach numbers whereas the Mach numbers of high power-jets decrease quickly
with time. These characteristics are in agreement with observations of FRI and FRII, respectively.

that we assign a minimum value of Xjet = 10�10 to every
cell to also display the background. The projection depth
corresponds to the projection width.

We see that jet energy is responsible for setting the over-
all bubble morphology. Bubbles inflated with a low-power jet
with a long activity time resemble bubbles originating from
jets with high power but shorter lifetimes. In Fig. 14, we
show the mean jet travel distances as a function of jet en-
ergy at three di↵erent times. We find a power-law relation
djet / E↵

jet with ↵ ⇡ 0.4. Jets with the same energy reach
similar heights, confirming the correlation. Because di↵er-
ent jets with Ejet = const. produce bubbles of similar sizes,
this implies comparable Rayleigh-Taylor lifetimes (see Sec-
tion 4.2).

Low-energy jets inflate smaller lobes (Fig. 10, to the

upper left), which terminate at lower heights. They are de-
flected from their original jet trajectories and show clear
signs of ongoing mixing (as indicated by the low density
contrast with the ICM). These are the signatures of FRI-
type jets according to the Fanaro↵-Riley (FR) classification
(Fanaro↵ & Riley 1974). Increasing jet energy (top left to
bottom right) results in jets that penetrate the ICM to larger
distances from the cluster centre. They propagate mostly
along the original jet direction and can sustain high-density
contrasts for longer times. These properties resemble jets of
the FRII-type category.

Producing realistic FRI jets in simulations requires to
resolve the jet radius with ⇡ 10 cells (Anjiri et al. 2014),
which is di�cult to achieve in our large-scale simulations for
our low-power jet models. In these idealised jet simulations
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Radio jets — 
parameters

• jet luminosity


• width of jet -> self collimation not resolved!


• degree of magnetisation


• jet density/external mach number


• cosmic ray acceleration efficiency



Summary 

• AGN feedback still is the most convincing candidate to 
shape the high mass galaxy population


• Cosmological simulations can be used to facilitate the 
interpretation of observations


• Requires a deep understanding of the employed model


• Use isolated, more controlled simulations to test 
efficiencies and nature of interaction


• Requires understanding about the limitations of the 
setup


