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We restrict ourselves to the R4 and R5 bands, as the emission
in those bands comes primarily fromoxygen emission lines; higher
energy bands (near 1.5 keV, for instance) may depend more
strongly on metallicity, as magnesium and silicon emission lines
begin to dominate at those energies. In addition, at higher energies,
the contribution from the stellar background becomes much more
prominent, and that background is not well understood (see x 3.3).

3.2. Calculating the Wind’s X-Ray Emission

The wind model gives n(z) and T (z) along 1D streamlines. As
mentioned in x 2.1, the observed large-scale emission is simulated
with this wind model by ‘‘replicating’’ the wind solution both in
radius (from 1.5 to 4.5 kpc) and in azimuth (see Fig. 4).

First, to calculate the emissivity per emissionmeasure, the emis-
sion codes ATOMDB and APEC (Smith et al. 2001) were used to
generate spectra for a range of temperatures6 from 105:6 to 107:6 K
in steps of 100:1 K. These codes use themetallicities of Anders &
Grevesse (1989). EachAPEC-generated spectrumwas then folded
through the ROSAT response matrix,7 with the responses of the
individual channels summed into groups to represent the ROSAT
passbands R4 and R5 (Snowden et al. 1995).8

Applying these general models to the wind, the resulting ma-
trix of emissivity per emission measure versus temperature for
each band is then interpolated to calculate the emissivity at each

point in the wind model. We find that the newer APEC-derived
models yield amaximum of 50%more emission in theMband (the
combined ROSAT R45 band) than the Raymond & Smith (1977)
derived models of Almy et al. (2000) near T ¼ 4 ; 106 K, but the
differences are only on the order of 20% near T ¼ 2 ; 106 K.

The emission measure is calculated by simply summing n2
e!l

along lines of sight through the windmodel. This model emission
is then corrected for absorption by applying (as a foreground ab-
sorption screen) theNH data of Dickey&Lockman (1990) for each
line of sight. The resultant wind emission for both the R4 and R5
bands is shown by the dashed lines in Figures 5 and 6, respectively.

We note briefly thatwe have checked that the gas in these winds
is in equilibrium throughout the region where X-ray emission is
important. This has been verified with the nonequilibrium cooling
code of Benjamin et al. (2001). For instance, for the best-fit wind
model presented in x 3.4, we have found that nonequilibrium cal-
culations yield only 1% differences in the population of fully ion-
ized oxygen versus equilibrium at z ¼ 2 kpc, whereas for less
ionized states of oxygen, nonequilibrium calculations show 1%
deviations only beyond z " 4:5 kpc. Since we are interested in
the X-ray emission at zP 2 kpc, we retain simple collisional
equilibrium models. The previous Galactic outflow model of
Breitschwerdt & Schmutzler (1999), also of a hybrid cosmic-ray
and thermal gas pressureYdriven wind, relied on nonequilibrium
effects (Breitschwerdt & Schmutzler 1994) to model the full-sky
ROSAT emission in the all of the observed bands; the present
model concentrates solely on the excess toward the Galactic cen-
ter, and for reproducing these observations and for thiswindmodel,
we find that collisional equilibrium dominates. Nonequilibrium
effects may certainly be important at very large heights (z "
20 kpc) and correspondingly cool temperatures, but we do not
find those effects to be significant in reproducing the ROSATR4
and R5 emission.

3.3. Calculating the Background Emission

As first considered by Almy et al. (2000), various back-
ground sources also contribute emission to the soft, diffuse X-ray

Fig. 5.—ROSATR4-band emission (centered on"0.65 keV) from the best-fit
wind model (Table 2) compared to the longitude-averaged diffuse X-ray emis-
sion from Snowden et al. (1997). TheROSAT data points are plotted as diamonds,
with vertical lines representing the error bars; the error bars are very similar in
size to the plotting symbols. In the R4 band, the wind and static polytrope models
both fit the data reasonably well, although the !2 for the wind is 2.1 times smaller
than for the static polytrope. Still, systematic deviations dominate: !2

" ¼ 19:0 for
the best-fit wind model in the R4 band. [See the electronic edition of the Journal
for a color version of this figure.]

Fig. 6.—ROSATR5-band emission (centered on"0.85 keV) from the best-fit
wind model (Table 2) compared to the longitude-averaged diffuse X-ray emission
from Snowden et al. (1997). The ROSAT data points are plotted as diamonds, with
vertical lines representing the error bars; the error bars are very similar in size to the
plotting symbols. In the R5 band, the wind model fits much better than the static
polytrope model, with a difference of 2.3 in !2. As for band R4, !2

" is not near
unity, with a value of 48.9; again, systematic deviations from themodel dominate.
[See the electronic edition of the Journal for a color version of this figure.]

6 As noted on their Web site (http://cxc.harvard.edu/atomdb/), APEC is not
complete below about 0.25 keV, but that will not greatly affect the predictions here,
since the relevant bands for this work are at higher energies.

7 We used the file pspcc_gain1_256.rsp, downloaded on 2006 February 22
from the ‘‘X-ray Background Tool’’ on the HEASARC Web site at http://heasarc
.gsfc.nasa.gov/docs/tools.html.

8 NB:We found that the channel boundaries reported in Snowden et al. (1995),
when used to sum up the channel-by-channel responses to create the R4- and
R5-band responses, did not recreate the response matrices plotted in Snowden
et al. (1997) and Almy et al. (2000). The only way to reproduce the previous
response matrices was to subtract six channels from the channel boundaries in
Snowden et al. (1997). In order to compare thewindmodel to the data, it is essential
that we use a response matrix as similar as possible to that used in Snowden et al.
(1997), so we apply this channel offset.
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Properties	
  of	
  CRs	
  in	
  the	
  Galaxy

vMostly	
  protons	
  (ni/ne ~	
  50-­‐100)
v UCR ~	
  1eV	
  cm-­‐3	
  ~	
  UB ~	
  Urad ~	
  Uth
v Require	
  ~10%	
  of	
  mechanical	
  ESN
v <E>	
  ~	
  3GeV
v Composition	
  =>	
  

confinement	
  time	
  ~	
  20	
  Myr
v Very	
  isotropic	
  =>	
  

well-­‐scattered	
  (lmfp ~	
  1pc)



Self-­‐confinement picture	
  of	
  CR	
  transport

vGyro-­‐resonance	
  scattering:	
  

vStreaming	
  instability	
  (Kulsrud &	
  Pearce,	
  1969):
Anisotropy	
  =>	
  wave	
  growth	
  =>	
  enhanced	
  scattering	
  

vMarginal	
  stability:	
  vD ~	
  vA
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streaming	
  inhibited	
  
(by	
  perturbations)

fast	
  streaming	
  
(perturbations	
  smoothed	
  out)

When	
  waves	
  are	
  damped
vD >	
  vAvD ~	
  vA



Classical	
  CR	
  hydrodynamics
(see	
  reviews	
  by	
  Zweibel 2013,	
  2017)

Momemtum transfer	
  via	
  pressure	
  gradient

HCR = −vA ⋅∇PCR
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vs = �sgn(b̂ ·reCR)vA (1)

1

CRs	
  stream	
  down	
  pressure	
  gradient	
  with	
  vA:

Streaming	
  and	
  diffusion Heating	
  via	
  waves
vs = �sgn(b̂ ·reCR)vA (1)

F = (eCR + Pcr)vA, k ⇠ v2/⌫ (2)

1



Alternative	
  – extrinsic	
  turbulence	
  model

vGeneralized	
  CR	
  hydrodynamics	
  (Zweibel 2017):

vFor	
  balanced	
  turbulence,	
  f=0
-­‐-­‐ CRs	
  advect with	
  gas,	
  no	
  wave	
  heating
-­‐-­‐ Diffusion from	
  B	
  wandering	
  or	
  unresolved	
  B

vs = �sgn(b̂ ·reCR)vA (1)

vD = fvA,where f > 1 (2)

vD =

✓
⌫+ � ⌫�
⌫+ + ⌫�

◆
vA ⌘ fvA,where f < 1 (3)

F = (eCR + Pcr)vA, k ⇠ v2/⌫ (4)

1

vs = �sgn(b̂ ·reCR)vA (1)

vD = fvA,where f > 1 (2)

vD =

✓
⌫+ � ⌫�
⌫+ + ⌫�

◆
vA ⌘ fvA,where f < 1 (3)

F = (eCR + Pcr)vA, k ⇠ v2/⌫ (4)

HCR = �fvA ·rPCR (5)

1

Simple	
  but	
  highly	
  uncertain!!



Applications	
  to	
  CR-­‐driven	
  winds
v1D	
  models	
  &	
  semi-­‐analytical	
  models:
Ipavich 75,	
  Breitschwerdt 91,	
  93,	
  Zirakashvili+96,	
  Everett+08,	
  10,	
  
Dorfi+12,	
  Recchia+17,	
  Samui+18,	
  Mao+18

v3D	
  hydro,	
  isolated	
  galaxies:
Uhlig+12,	
  Booth+13,	
  Salem+14,	
  Simpson+16,	
  Wiener+17,	
  Jacob+18	
  

v3D	
  MHD,	
  galaxy	
  patches	
  or	
  isolated	
  galaxies:
Hanasz+13,	
  Pakmor+16,	
  Girichidis+16,	
  Ruszkowski+17,	
  Butsky+18,	
  
Farber+18,	
  Holguin+18

v3D	
  cosmological	
  hydro:
Jubelgas+08,	
  Wadepuhl+11,	
  Salem+14,	
  16,	
  Liang+16,	
  



1.	
  CRs	
  can	
  drive	
  winds

14 M. Uhlig et al.

109 h−1M⊙ halo 1010 h−1 M⊙ halo 1011 h−1 M⊙ halo

Figure 10. Temperature distribution at the time of maximum CR Alfvén-wave heating in an edge-on slice through the galactic disc.
We compare three different haloes of mass 109 h−1 M⊙, 1010 h−1 M⊙, and 1011 h−1 M⊙ (left to right) in our CR streaming model with
an acceleration efficiency of ζSN = 0.3. Note that the resulting halo temperatures roughly scale as kT ∝ υ2

wind ∼ υ2
esc. The temperature

structure resembles that of the wind, which implies that with increasing halo size, the morphology of the hot patches becomes more
conical. The broadening of the hot regions in our 1011 h−1 M⊙ halo is associated with the inability of CR streaming to drive a sustained
wind that escapes from such a halo. Hence, the kinetic energy of the fountain flow drives turbulence which dissipates energy and thereby
heats larger regions of the halo gas.

gas density, wave heating is also important in low-density
regions. In order to demonstrate that this process is respon-
sible for the hot gas chimneys, we show an edge-on slice
through the galaxy with the ratio of the radiative cooling
rate of the gas to the wave-heating rate of equation (A31)
due to the damping of self-excited waves, Λwaves/Λcool (mid-
dle panels of Fig. 9).

At t = 2.8 h−1 Gyr, wave heating is nowhere able to
overcome the radiative cooling of the gas. This is in partic-
ular true for the galactic disc, where the density is so large
that the cooling dominates the heating by more than two or-
ders of magnitudes. At t = 3.2 h−1 Gyr, however, we can see
the structure of the hot gas chimneys again, traced by the
evidence that the wave heating dominates the cooling there
by about a factor of ten, showing that heating via wave
damping is indeed the process that creates the hot cavities
in our simulations.

To better illustrate the reasons for the dominance of
wave heating over gas cooling above and below the disc,
we take a slice parallel to the disc that cuts the outflowing
gas stream at a height of z = 4.5 h−1 kpc above the disc,
which is near the base of the upper chimney. We plot the
gas density in this slice in the bottom panels of Fig. 9. At
t = 2.8 h−1 Gyr, when the cavities have not yet formed, we
see that the outflow covers a circular area in the plane and
features a denser core in the centre, with decreasing density
towards the outskirts. This indicates that the outflow is very
collimated. Later, at t = 3.2 h−1 Gyr, an under-dense hole
has appeared in the very centre of the core. Thus, the gas
cooling rate will drop there, so that the CR-wave heating
can heat up the gas.

What is the reason for this under-dense channel in
the centre of the outflowing material? Interestingly, the
hot chimneys first occur about 1 h−1 Gyr after the outflow
started. The likely reason for this is that the CR-driven wind
becomes more and more collimated as time progresses, ow-
ing to the disc that forms in the centre of the simulation box.
When the wind first occurs, the disc formation is not yet fin-
ished, so that it still has an approximately spherical shape.

At these early times, CRs can stream at a large angle with
respect to the z-axis without encountering too much disc
material, resulting in an outflow with a wide opening angle.
Later, when the disc has formed, the inertia of the dense and
cool star forming gas prohibits a long pathway of the CRs
through the disc and forces an outflow with a smaller open-
ing angle. When the outflow is collimated enough, it will
then quickly dig a diluted channel in the old ejecta above
the disc with a correspondingly lower cooling rate.

This argument is also in agreement with the fact that
we do not observe chimneys of hot gas for our lower mass
halo. The weaker gravity of those dwarf haloes does not sup-
port a thin disc forming at the centre, but a rather spherical
density distribution which is unable to collimate the wind.
This is highlighted in Fig. 10 which shows temperature maps
for haloes with 109 h−1 M⊙, 1010 h−1 M⊙, and 1011 h−1 M⊙.
These show a clear dependence of the wave heating on the
halo mass. The resulting halo temperatures roughly scale
as kT ∝ υ2

wind ∼ υ2
esc with the largest halo in our simula-

tions reaching temperatures in excess of 106 K so that the
outflow is expected to emit thermal bremsstrahlung emis-
sion. Besides, the larger SFR obtained for the higher mass
halo and correspondingly the higher CR energy densities
could contribute to the preferred creation of the chimneys
in the higher mass halo. We also see in our largest halo
that the heated regions are less collimated in comparison
to the intermediate-mass haloes: the wind starts deeper in
the gravitational potential of this halo (see Section 3) and
looses a good fraction of its kinetic energy in climbing up the
greater potential difference so that it is unable to counteract
the ram pressure of the infalling gas (that reaches also bigger
infall velocities in assuming the larger gravitational binding
energy of this halo). However, the interaction of the outflow
with the infalling gas results in violent turbulence that also
dissipates by cascading down in length scale, thereby ad-
ditionally heating the halo gas. Potentially, the additional
momentum deposition from radiation pressure may help in
circumventing the stalling of the CR-driven wind seen for
this halo.

c⃝ 2008 RAS, MNRAS 000, 1–24

Uhlig+12

3320 M. Salem and G. L. Bryan

Figure 5. The surface density of stars (left), CRs (centre) and gas (right) at t = 302 Myr. Although there exists a one-to-one correspondence between clumps
in all three quantities, many of the brightest star clusters are much fainter in CR surface density, implying that these clumps are older, and producing fewer
new stars (and thus fewer CRs). The projection of the diffusive CRs shows less structure than the gas plot or even the stellar plot. Bright patches highlight only
the most recent star formation.

Figure 6. Slices of mass flux, thermal gas pressure, CR pressure and ϵ = PCR/PT at t = 37.7 Myr during our fiducial run. This snapshot displays the most
violent burst of star formation in the fiducial run, and thus an ideal study of the anatomy of our winds.

shows far more filamentary/cavity structure than either the stellar
or CR distributions. The CR fluid thus appears to be a good tracer
of recent star formation.

We can better understand these flows by plotting mass flux
and both relevant pressures (thermal and CR). Fig. 6 does so at
t = 37.7 Myr, during an early burst of particularly intense star for-
mation. Here we show an edge-on slice through the galaxy, in four

different quantities. Since these flows exhibit noticeable asymme-
tries, Fig. 6 shows only the upper left-hand quadrant of the slice
in each quantity, flipped horizontally and vertically to appear as a
complete picture. An indicated in the figure caption, the quadrants
represent (1) pressure of the thermal gas; (2) pressure of the CR
fluid; (3) vertical mass flux and (4) a ratio of CR pressure to com-
bined pressure, ϵ ≡ PCR/(PTH + PCR). In this last quadrant, deep

Salem+14

4 Booth et al.

Fig. 3.— Edge-on maps of the temperature in a thin slice around the MW (top panels) and SMC galaxies (bottom panels) for both the
thermal feedback left panels) and CR feedback (right panels). CR feedback has a large effect on the temperature structure of the halo gas.
The plots show the median velocity (left panels) and outward pressure force (right panels) as a function of height from the disk for the
same two simulations. All quantities are calculated in a cylinder of radius 3kpc, centered on the galactic disk. It is clear that the effect
of the CRs is to increase the outward pressure forces in the halo by a factor of 3-5 at all z. This pressure gradient slowly accelerates the
wind into the halo. The wind in the thermal feedback simulations is accelerated abruptly from the disk and maintains a constant velocity
thereafter.

disk up to ∼ 700km/s and thereafter have a constant
velocity. The CR simulations, however show a wind that
accelerates smoothly into the halo. The reason for this is
revealed in the right-hand panels, where it is immediately
apparent that the pressure gradient set up by the CRs in
the halo is a factor of 3-10 larger in the CR simulation
than in the thermal feedback simulation (the difference
is particularly striking in the SMC simulation). These
results illustrate that the wind properties in the simula-
tions with CRs are qualitatively different properties to
the wind driven by thermal SN feedback.

4. DISCUSSION AND CONCLUSIONS

Our simulations show that energy injection in the form
of CRs is a promising feedback process that can substan-
tially aid in driving outflows from star-forming galaxies.
First, we find that CR injection can suppress the SFR
by providing an extra source of pressure that stabilizes
the disk. Turbulent and CR pressure are in equipartition
in the disk, thus the CR pressure can significantly affect
most of the volume of the disk, but will be sub-dominant
inside supersonic molecular clouds, where turbulent pres-
sure dominates over both CR and thermal presure. This
effect is particularly strong in our simulated SMC-sized
dwarf galaxy. The SFRs measured in our galaxies with
CR feedback are comparable to observed SFRs for both
the MW and the SMC.
Second, we find that addition of the CR feedback in-

creases the mass loading factor, η, in the dwarf galaxy by
a factor of ten compared to the simulation with SN only
feedback. As a result, the SMC and MW-sized galaxies
(circular velocities of 40 and 150 km/s, respectively) have
mass loading factors that differ by a factor of∼ 3−10, de-
pending on the stage of evolution. This is in rough agree-
ment with expectations from theoretical models based on
simulations and semi-analytic models, which show that
dependence η ∝ vαcirc with α ∼ 1 − 2 is needed to re-

produce the observed faint end of the stellar mass func-
tion of galaxies and other properties of the galaxy pop-
ulation (e.g., Somerville et al. 2008; Schaye et al. 2010;
Oppenheimer et al. 2010; Dutton 2012). Moreover, the
wind velocities in the SMC and MW-sized simulated
galaxies are consistent with the observed trend for
galaxies in this mass range (Schwartz & Martin 2004;
Rupke et al. 2005) both in normalization and slope. Al-
though we have reported only two models, these results
are encouraging, especially because simulation parame-
ters have not been tuned in any way to reproduce these
observations.
Perhaps the most intriguing difference of the CR-

driven winds compared to the winds driven by ther-
mal SN feedback is that they contain significantly more
“warm” T ∼ 104 K gas. This is especially true for the
dwarf galaxy, which develops a wind strikingly colder
than in the SN-only simulation (see Fig. 3). The CR-
driven wind has a lower velocity, and is accelerated grad-
ually with vertical distance from the disk. The reason for
these differences is that the gas ejected from the disk is
accelerated not only near star-forming regions, as is the
case in SN-only simulations, but is continuously acceler-
ated by the pressure gradient established by CRs diffused
outside of the disk (see Fig. 3). The diffusion of CRs is
thus a key factor in ejecting winds and in their result-
ing colder temperatures. The cooler temperatures of the
ejected gas may be one of the most intriguing new fea-
tures of the CR-driven winds, as this may provide a clue
on the origin of ubiquitous warm gas in gaseous halos of
galaxies (e.g., Chen 2012, and references therein). De-
tailed predictions of CGM properties will require cosmo-
logical galaxy formation simulations incorporating CR
feedback, which we will pursue in future work.
Several studies have explored effects of CR injection on

galaxies. Jubelgas et al. (2008) found that CRs suppress

Booth+13

Cosmic ray driven outflows 3

is parallel to x−y plane of the coordinate system. We impose
outflow boundary conditions for the gas component at all do-
main boundaries. Fixed boundary conditions (eCR = 0) on
external domain boundaries are assumed for the CR compo-
nent.

3. SIMULATIONS

2276.9 km/s

−40 −20 0 20 40
x [kpc]

−40

−20

0

20

40

z
[k

p
c]

y = 0.0 kpc 796.2 km/s

−40 −20 0 20 40
x [kpc]

z = 0.0 kpc

−3

−2

−1

0

1

L
og

a
ri

th
m

of
g
a

s
d

en
si

ty
lo
g
N

H
[c
m

−
3
]

Time 600.0 Myr

1.489 µG

−40 −20 0 20 40
x [kpc]

−40

−20

0

20

40

z
[k

p
c]

y = 0.0 kpc
3.283 µG

−40 −20 0 20 40
x [kpc]

z = 0.0 kpc

−1

0

1

2

3

L
og

a
ri

th
m

of
C

R
en

er
g
y

d
en

si
ty

lo
g
e C

R
[e
V
cm

−
3
]

Time 600.0 Myr

FIG. 1.—Vertical (left column) and horizontal slices (right column) through
the disk volume. Upper panels: Logarithm of gas density and velocity vec-
tors at t = 600Myr. Dense gas blobs hosting star formation regions are
apparent at the horizontal slice through the disk. Lower panels: Logarithm
of CR energy density. The high concentration of CRs at the horizontal plane
coincides with the star forming clouds.

Initially the gaseous disk collects gas at the presumed
global infall rate Ṁin until it becomes locally gravitationally
unstable. Supernovae start to explode and deposit CRs in the
ISM after the gas density exceeds the critical value. After
about t ≃ 300Myr the disk reaches an equilibrium state with
a star formation rate at a level of SFR ≃ 40M⊙Myr−1. A
typical snapshot of the system after 600Myr of evolution is
shown in Fig. 1. Most of the supernovae activity is confined
to isolated regions in kpc-sized dense gas clouds (upper right
panel). These regions can be also identified as spots of high
CR energy density apparent as dark brown and black patches
in the face-on map (lower right panel of Fig. 1). One can
identify about 10 − 12 discrete star formation regions with
CR energy densities exceeding ≃ 100 eVcm−3 dropping to
1 eVcm−3 at larger distances away from the disk (lower pan-
els of Fig. 1). The distribution of the CR energy density in
the galactic halo is highly non-uniform. Sharp edges of CR-
populated regions can be identified with similar structures in
the maps of vertical mass flux and vertical magnetic field
component shown in Fig. 2.
The vertical streams of rarefied gas visible in gas density

distribution (upper panels of Figs. 1 and 2) are accelerated, by
CRs, to high velocities (several 103 km s−1). The streams can
extend several tens of kpc above and below the disk plane and
significant fraction of the outflowing gas has velocities above
escape velocity and will be able to leave the galaxy altogether.
Maps of the mass flux fz = ρvz (mid panels of Fig. 2)

show the bimodal nature of the outflow perpendicular to
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FIG. 2.— Vertical (left column) and horizontal (right column) maps at dif-
ferent vertical heights of wind related quantities. Upper panels: Vertical
component of the velocity. Narrow streams of high velocity rarefied gas ex-
tend several 10 kpc above and below the disk. The relation of high velocity
streams to the underlying star formation regions is apparent. Middle panels:
Vertical mass flux fz = ρvz . Regions of high mass flux coincide with the
highest concentration of CRs shown in Fig. 1. Bottom panels: Magnitude
of magnetic field B. Vertical filaments of ∼ 1µG magnetic field extend to
vertical distances of several tens of kpc from the galactic plane.
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the disk plane with peak values up to 0.2M⊙ yr−1 kpc−2

(the color scale of the mass flux panels is saturated at only
0.02M⊙ yr−1 kpc−2 to show the wind structure far from the
disk plane).
Streams of gas emanating from a single star forming re-

gion have a large cross-section, visible at the horizontal slice
of ρvz at z = 2kpc. Individual SF regions generate out-
flows of 5M⊙/ yr on average and form streams of about

Hanasz+13
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  drive	
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  pressure	
  gradients
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Figure 12. The SFR rate (top row) and disc mass (bottom row) for a variety of runs which vary our numerical parameters. In the left-hand column we vary
cs, max, in the middle column we vary the maximum resolution by changing the maximum allowed level of refinement for runs with CRs while in the right-hand
column we vary the resolution for runs without CRs. In the resolution study, ‘Hi Mass’ refers to a run with the same spatial resolution as the six AMR run, but
an improved mass resolution (see text).

simulations, a lower diffusion coefficient leads to larger outflows.
In our model as depicted in Fig. 13, the time-scale for spreading out
of the CR profile is directly proportional to the diffusion coefficient,
and if we make the simplifying assumption that the gas does not

Figure 13. A schematic model of CR diffusion-driven outflows. The blue
(gold) line shows a hypothetical gas (CR) density profile. The top panel
depicts a point early in the evolution, while the bottom panel shows a time
after the CRs have begun to diffuse out of the clump.

move significantly during this process, we see that a given parcel of
low-density gas in the wings will only feel the CR pressure gradient
for this time period. Therefore, the resulting velocity of the gas is
proportional to κCR, and more of the gas will exceed the escape
speed, exactly as observed.

Most of the other parameters are even more straightforward –
a higher SN energy, or a higher CR fraction will result in larger
pressure gradients for a given diffusion strength, and so stronger
outflows. The star formation efficiency is less obvious, although
qualitatively we see that for a lower efficiency a given SFR (and
likewise CR generation rate) will be delayed until the central clump
density is higher; however, for the other parameters held constant,
the CR acceleration is unaffected, as observed.

Finally, we note that the model indicates that the dense gas in
the centre is not accelerated by the CR fluid. This is also observed
in the simulations, with star-forming clumps (molecular clouds)
lasting for tens of Myr (or longer). This indicates that CR feedback
is not an efficient way to disperse molecular clouds, which is not
surprising – as we discuss in more detail below, another physical
mechanism (e.g. radiation pressure, stellar winds) is required. This
also limits the amount of gas ejected since in our simulations the
highest mass loading we achieve (the ratio of mass ejected to mass
of stars formed) is roughly unity. But this is not a fundamental
limit for this mechanism: higher mass loading could be achieved if
molecular clouds were dispersed into the ISM with another feedback
mechanism.

Salem+14
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Fig. 23. The K-band galaxy luminosity functions at z = 3 in two high-
resolution cosmological simulations. One of the simulations follows or-
dinary radiative cooling and star formation only (blue), the other addi-
tionally includes cosmic ray production by supernovae (red). The latter
reduces the faint-end slope of the Schechter function fit (solid lines) to
the data measured from the simulations (histograms). It is reduced from
−1.15 to −1.10 in this case.

with reionization at redshift z = 6. While one of the simulations
did not account for any cosmic ray physics, the other included
cosmic ray production by large-scale structure shocks and super-
novae, as well as dissipative loss processes in the CR population.

For both simulations, we computed Lyman-α absorption
spectra for 2048 lines of sights, along random directions parallel
to the principal axes of the simulation boxes. By slightly adjust-
ing the UV intensity, we have renormalized the spectra to the
same mean transmission of ⟨τ⟩ = 0.68. A direct comparison of
the spectra along the same lines-of-sight through the two sim-
ulations shows essentially perfect agreement, with very small
residuals. This already indicates that any systematic difference
between the simulations must be quite subtle, if present. To ob-
jectively quantify this, we have computed the average 1-d flux
power spectra for the two cases and compare them in Fig. 24.
The top panel compares the two flux spectra directly with each
other, and to observational data of McDonald et al. (2000). The
results for the two simulations lie essentially on top of each other
in this representation. The agreement with observational data
is good, apart from a small excess of power on small scales,
which can however be understood as a consequence of the too
cool temperature of the IGM in our simulations compared with
observations.

More interesting is perhaps an examination of the ratio of
the flux power spectrum with cosmic rays to that without cosmic
rays, as shown in the bottom panel of Fig. 24. While for large-
scale modes with k < 0.1 km−1s, no noticeable differences are
seen, there is a 5–15% reduction of power in the wave-length
range 0.1 km−1s < k < 0.7 km−1s, and at still smaller scales, the
difference changes sign and turns into a growing excess of power
in the CR simulation. These effects of CRs on the Ly-α therefore
lie in a regime that is normally not used to constrain the matter
power spectrum with Lyman-α forest data, at least in conserva-
tive treatments that focus on k < 0.03 km−1s (Viel et al. 2004).
In general we hence find that the effects on the Lyman-α forest
are very small and subtle; the forest survives CR injection by

0.01 0.10 1.00
k  [ km-1 s ]

0.0001

0.0010

0.0100

0.1000

π-1
 k

  P
F 
(k

)

without cosmic rays

with cosmic rays

Mc Donald et al. (2000)

z = 3

0.01 0.10 1.00
k  [ km-1 s ]

0.8

0.9

1.0

1.1

1.2

po
w

er
 ra

tio

z = 3

Fig. 24. Ly-α flux power spectrum (top) at z = 3 in simulations with
and without cosmic ray production in structure formation shocks. The
results lie essentially on top of each other, and only by plotting their ra-
tio (bottom panel), it is revealed that there are small differences. In the
simulation with cosmic rays, the power is suppressed by up to ∼15%
on scales 0.1 km−1s < k < 0.7 km−1s, while there is an excess on
still smaller scales. However, on large scales k < 0.1 km−1s, which
are the most relevant for determinations of the matter power spectrum
from the Ly-α forest, the power spectrum is not changed by includ-
ing CR physics. For comparison, we have also included observational
data from McDonald et al. (2000) in the top panel (the open symbols
are corrected by removing metal lines). A slightly warmer IGM in the
simulations could account for the steeper thermal cut-off observed in
the data.

large-scale structure shocks essentially unaltered, even though
they contribute a sizable fraction to the mean energy content of
the gas due to shock dissipation at densities at and around the
mean density of the universe. Note that our simulations did not
allow for a possible diffusion of CRs, but it seems unlikely that
including this effect could change this conclusion.

6.4. Formation of clusters of galaxies

In this section, we study in more detail the influence of cosmic
rays on individual halos formed in cosmological simulations. We
focus on high-resolution “zoom” simulations of the formation
of a massive cluster of galaxies. Such “zoom” simulations are
resimulations of an object identified in a cosmological structure
formation simulation with large box-size. Once the object of in-
terest has been selected, its particles’ are traced back through
time to their origin in the unperturbed initial conditions. The
Lagrangian region of the cluster thus identified is then popu-
lated with many more particles of lower mass, thereby increasing
the local resolution, while in regions further away, the resolution
is progressively degraded by using ever more massive particles.
In this way, the computational effort can be concentrated in the
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Fig. 21. Evolution of the cosmic star formation rate density in simula-
tions of galaxy formation at high redshift. We compare results for three
simulations that include different physics, a reference simulation with-
out cosmic ray physics, a simulation with CR production by supernovae,
and a third simulation which in addition accounts for CR acceleration at
structure formation shocks with an efficiency that depends on the local
Mach number.

It is particularly interesting that the effect of CRs manifests itself
in a gradual rise of the total-to-stellar mass ratio towards lower
masses. This can be interpreted as a prediction for a steeply ris-
ing “mass-to-light” ratio towards small halo masses, which is
exactly what appears to be needed to explain the observed lu-
minosity function of galaxies in the ΛCDM concordance model.
The problem is here that the halo mass function increases steeply
towards low mass scales. If the mass-to-light ratio is approxi-
mately constant for low masses, this leads to a steeply rising
faint end of the galaxy luminosity function, in conflict with ob-
servations. However, a steeply rising mean mass-to-light ratio
towards low mass halos could resolve this problem and provide
a suitable “translation” between the halo mass function and the
galaxy luminosity function.

We note that conditional luminosity function analysis of the
2 Degree Field Galaxy Redshift Survey (2dFGRS) has shown
(van den Bosch et al. 2003) that there appears to be a minimum
in the observed mass-to-light ratio of galaxies around a halo
mass of ≈3 × 1011 h−1 M⊙. This feature is reproduced surpris-
ingly well in our simulations, although even with CR feedback
included, the rise of the stellar mass to light ratio towards low
masses appears to be not as sharp as required based on their
analysis.

However, one needs to caution that the results of Fig. 22 can-
not be naively translated into changes of the faint-end slope of
the luminosity function, as seen when we directly compare the
K-band luminosity functions at z = 3. To determine those, we
identify individual groups of stars as galaxies using a modifi-
cation of the SUBFIND algorithm (Springel et al. 2001) for de-
tecting bound substructures in halos. For each of the galaxies,
we estimate magnitudes in standard observational band based
on Bruzual & Charlot (2003) population synthesis models. In
Fig. 23, we compare the resulting rest-frame K-band luminos-
ity functions at z = 3 for the simulations with CR feedback by
supernovae and the simulation without any cosmic ray physics.
We see that both luminosity functions are well fit by Schechter
functions, with faint-end slopes of α = 1.15 and α = 1.10,
respectively, for the cases without and with CR feedback. We
hence find that CRs only mildly reduce the faint-end slope

Fig. 22. Comparison of the averaged total mass-to-light-ratio within the
virial radius of halos formed in two high-resolution cosmological sim-
ulations up to z = 3. Both simulations follow radiative cooling and
star formation, but one also includes CR-feedback in the form of cos-
mic production by supernovae, with an efficiency of ζSN = 0.35 and
an injection slope of αSN = 2.4. The bars indicate the scatter among
halos in the logarithmic mass bins (68% of the objects lie within the
range marked by the bars). Clearly, for halo masses below 1011 h−1 M⊙,
CR feedback progressively reduces the overall star formation efficiency
in the halos.

despite their differential reduction of the star formation effi-
ciency towards low mass scales. The result needs to be taken
with a grain of salt though, as the faint-end slope could still be
influenced by resolution effects in these simulations. A final as-
sessment of the importance of CR feedback in shaping the faint-
end of the galaxy luminosity function needs therefore await fu-
ture simulations with substantially increased resolution.

6.3. Cosmic ray effects on the intergalactic medium

As the Mach number distribution is dominated by strong shocks
at high redshift, we expect that cosmic ray production is par-
ticularly efficient at early epochs and at the comparatively low
densities where the strongest shocks occur, provided sufficient
magnetization of the IGM existed to allow CR acceleration to
operate. Also, the thermalization time scales of cosmic rays are
quite long at low densities. Figure 17 has shown that the mean
energy content of cosmic rays can reach a sizable fraction of the
thermal energy content at around redshift z ∼ 3, suggesting a po-
tentially important influence on the intergalactic medium at this
epoch. Note however that in computing the results of Fig. 17 we
had neglected cosmic reionization, which will boost the thermal
energy relative to the cosmic ray content. Also, large parts of
the IGM at z = 3, particularly those responsible for the absorp-
tion seen in the Lyman-α forest, consist largely of unshocked
material. Whether the Lyman-α forest might show any trace of
the influence of cosmic rays is therefore an interesting and open
question.

To investigate this question further, we have computed
Ly-α absorption spectra for the cosmological simulations with
10 h−1 Mpc boxes analysed in the previous section. The two
simulations we have picked both include radiative cooling, star
formation, and heating by a spatially uniform UV background
based on a slightly modified Haardt & Madau (1996) model,
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Fig. 10. Time evolution of the star formation rate in isolated halos of different mass which are initially in virial equilibrium. In each panel,
we compare the star formation rate in simulations without cosmic ray physics (solid red line) to two runs with different injection efficiency of
cosmic rays by supernovae, ζSN = 0.1 (blue lines) and ζSN = 0.3 (green lines), respectively. From top left to bottom right, results for halos of
virial mass 109 h−1 M⊙ to 1012 h−1 M⊙ are shown, as indicated in the panels. Efficient production of cosmic rays can significantly reduce the star
formation rate in very small galaxies, but it has no effect in massive systems.

the effects becomes comparatively small, while for the massive
halo of mass 1012 h−1 M⊙, no significant differences can be de-
tected. Clearly, the ability of cosmic ray feedback to counter-
act star formation shows a rather strong mass dependence, with
small systems being affected most. For higher efficiencies ζSN of
CR-production by supernovae, the reduction of the star forma-
tion rate becomes larger, as expected.

Figure 11 provides an explanation for this result, and also
elucidates the origin of the oscillatory behaviour of the SFR in
the CR-suppressed cases. In the figure, we show phase-space di-
agrams of the gas particles of the 109 h−1 M⊙ and 1012 h−1 M⊙
halos, respectively, in a plane of effective temperature versus
density. We plot the thermal pressure and the cosmic ray pres-
sure separately. In order to cleanly show whether a dynamical
effect of cosmic rays can be expected, we here use a fiducial
simulation where the cosmic ray pressure is ignored in the equa-
tions of motion, but is otherwise computed with the full dy-
namical model. As Fig. 11 demonstrates, the bulk of the star-
forming gas in the massive halo lies at much higher density and
higher effective pressure than in the low mass halo. Because the

cosmic ray pressure exceeds the effective thermal pressure of the
multi-phase ISM only for moderate overdensities relative to the
star formation threshold, most of the gas in the 1012 h−1 M⊙ halo
is simply too dense to be affected by the cosmic ray pressure.
We note that the relative sizes of the two pressure components
are consistent with the analytic expectations shown in Fig. 7. In
fact, these expectations are replicated as dashed lines in Fig. 11
and are traced well by the bulk of the particles. Because the shal-
lower potential wells in low-mass halos cannot compress the gas
against the effective pressure of the ISM to comparably high
overdensities as in high-mass halos, it is therefore not surpris-
ing that the cosmic ray pressure becomes dynamically important
only in small systems.

Figure 11 also makes it clear that in the regime where cos-
mic ray pressure may dominate we cannot expect a dynamically
stable quasi-equilibrium with a quiescent evolution of the star
formation rate. This is simply due to the decline of the effec-
tive cosmic ray “temperature” PCR/ρ with increasing density
of the ISM, a situation which cannot result in a stable equilib-
rium configuration where self-gravity is balanced by the cosmic
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Fig. 10. Time evolution of the star formation rate in isolated halos of different mass which are initially in virial equilibrium. In each panel,
we compare the star formation rate in simulations without cosmic ray physics (solid red line) to two runs with different injection efficiency of
cosmic rays by supernovae, ζSN = 0.1 (blue lines) and ζSN = 0.3 (green lines), respectively. From top left to bottom right, results for halos of
virial mass 109 h−1 M⊙ to 1012 h−1 M⊙ are shown, as indicated in the panels. Efficient production of cosmic rays can significantly reduce the star
formation rate in very small galaxies, but it has no effect in massive systems.

the effects becomes comparatively small, while for the massive
halo of mass 1012 h−1 M⊙, no significant differences can be de-
tected. Clearly, the ability of cosmic ray feedback to counter-
act star formation shows a rather strong mass dependence, with
small systems being affected most. For higher efficiencies ζSN of
CR-production by supernovae, the reduction of the star forma-
tion rate becomes larger, as expected.

Figure 11 provides an explanation for this result, and also
elucidates the origin of the oscillatory behaviour of the SFR in
the CR-suppressed cases. In the figure, we show phase-space di-
agrams of the gas particles of the 109 h−1 M⊙ and 1012 h−1 M⊙
halos, respectively, in a plane of effective temperature versus
density. We plot the thermal pressure and the cosmic ray pres-
sure separately. In order to cleanly show whether a dynamical
effect of cosmic rays can be expected, we here use a fiducial
simulation where the cosmic ray pressure is ignored in the equa-
tions of motion, but is otherwise computed with the full dy-
namical model. As Fig. 11 demonstrates, the bulk of the star-
forming gas in the massive halo lies at much higher density and
higher effective pressure than in the low mass halo. Because the

cosmic ray pressure exceeds the effective thermal pressure of the
multi-phase ISM only for moderate overdensities relative to the
star formation threshold, most of the gas in the 1012 h−1 M⊙ halo
is simply too dense to be affected by the cosmic ray pressure.
We note that the relative sizes of the two pressure components
are consistent with the analytic expectations shown in Fig. 7. In
fact, these expectations are replicated as dashed lines in Fig. 11
and are traced well by the bulk of the particles. Because the shal-
lower potential wells in low-mass halos cannot compress the gas
against the effective pressure of the ISM to comparably high
overdensities as in high-mass halos, it is therefore not surpris-
ing that the cosmic ray pressure becomes dynamically important
only in small systems.

Figure 11 also makes it clear that in the regime where cos-
mic ray pressure may dominate we cannot expect a dynamically
stable quasi-equilibrium with a quiescent evolution of the star
formation rate. This is simply due to the decline of the effec-
tive cosmic ray “temperature” PCR/ρ with increasing density
of the ISM, a situation which cannot result in a stable equilib-
rium configuration where self-gravity is balanced by the cosmic
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3.	
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Figure 6. Slices of mass flux, thermal gas pressure, CR pressure and ✏ = P
CR

/P
T

at t = 37.7 Myr during our fiducial run. This snapshot
displays the most violent burst of star formation in the fiducial run, and thus an ideal study of the anatomy of our winds.
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Figure 7. Profiles of fluid quantities as a function of height above the disk plane, z. Here we “bin” the data, averaging over all cells

inside a cylinder of radius 50 kpc at a given height in a mass-weighted fashion. Lighter colors represent earlier times, plotted in ⇠ 38

Myr increments for roughly 300 Myr. The leftmost panel plots pressure of the thermal gas (blue) and cosmic rays (orange). The central
panel plots vertical mass flux away from the disk, ⇢v · ẑ(z/|z|). The final panel plots the ratio of gas velocity to the escape velocity at

that height (again, a mass-weighted average of all gas at a given height above the plane), where a value of unity (indicated by a dashed

line) implies this gas parcel would escape the galaxy’s halo, barring any subsequent hydronamic interactions.
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Ṁ
(
M

�
M
yr

�
1
)

fCR = 0.0

fth = 1.0

vesc

Fig. 5.— Histograms of the outflows (vzz > 0) as a function of
density and velocity. Purely thermal SN feedback (top) leads to
fast low density outflows. Including CRs (middle and bottom) the
transported gas is two orders of magnitude denser and a factor of
a few slower with broader distributions

Salem+14

Higher	
  atomic	
  
fraction



4.	
  CRs	
  can	
  affect	
  
CGM	
  properties
(see	
  Liang+16,	
  Butsky+18)	
  

v CGM	
  is	
  cooler	
  (<1e6K),	
  metal-­‐enriched	
  
(~0.1Zsun),	
  matches	
  better	
  with	
  COS	
  UV	
  
absorption	
  lines

Salem+16

6 Salem, Bryan & Corlies

  










































 

  







 

Figure 3. Column densities of HI and mass-weighted projections
of metallicity across simulations at z = 0. The CR-inclusive runs
feature far more HI gas beyond the SF disk, and likewise a far
higher metallicity CGM. The covering fraction of HI is strongly
dependent on CR model, with the least di↵usive runs exhibiting
the broadest swath of high column atomic hydrogen, in regions
coincident with lower temperatures and higher densities (see Fig-
ure 2) where the CR-fluid is dominant.

regarding how well our simulations can reproduce recent ob-
servations of metal columns in the CGM of L ⇠ L⇤ galaxies
at low redshift, which we explore in Section 4.

For d & 50 kpc the di↵usion time scale for CR ⇠
1028 cm2/s is & 1 Gyr, and thus the CR fluid is e↵ectively
non-di↵usive at this length-scale.

As described in Section 2, our simulations explicitly
track multiple ionization states of both hydrogen and he-
lium, as well as the metal fraction of our thermal gas, allow-
ing a straightforward method of producing the HI column
maps and mass-weighted projections of metallicity shown in
Figure 3. From the HI column maps, we find neutral hydro-

gen has a far stronger presence in our CR-inclusive CGMs in
regions of higher gas density, lower temperature and higher
✏CR, which are also CR-pressure supported. This is most
pronounced in the lowest di↵usion LCR run, but the e↵ect
persists to the highest di↵usion run. A satellite features a
robust HI component in all three CR-inclusive runs shown.

The right column of Figure 3 shows a mass-weighted
projection of metallicity. Although a cloud of enriched ma-
terial exists beyond the SF region of our non-CR run, the
CGM within the virial radius of this halo is largely metal-
poor. In contrast, the CGM of our CR runs is metal enriched,
with the projections showing Z & 0.1Z� for a majority of
pixels. This holds true across di↵usion parameters. In partic-
ular, MCR and HCR are devoid of a single sightline within the
virial radius where the metallicity falls below 10�1.5. We dis-
cuss the dichotomy between the enrichment of non-CR and
CR runs in Section 6. The lack of metals in the halo in the
NCR run is due to the inability of simple thermal energy
feedback models in cosmological galaxy simulations to e�-
ciently drive winds because their energy is rapidly radiated
away (e.g., Katz, Weinberg & Hernquist 1996; Hummels &
Bryan 2012). Simulations including CRs produce substan-
tive outflows (Salem & Bryan 2014), which can eject metals
into the CGM; we also note that other feedback models can
drive outflows but discuss the unique signatures of a CR-
dominated CGM in Section 6.

3.2 Radial Profiles

Figure 4 seeks to quantify the gas properties we’ve looked
at thus far as a function of radius from the galactic center of
our halo. Displayed are two-dimensional histograms, binned
by gas mass, of various gas properties versus radius. Also
over plotted are lines representing the median and quar-
tile values as a function of radius. From the density profiles
(top row) we find the low-di↵usion CR runs feature system-
atically higher gas densities than the non-CR run at each
radius, with an extremely tight spread about the median
value. For the more-di↵usive runs, the spread in density ex-
pands at small radii(r < 30 kpc) where a minority of the gas
exists at densities a factor of 100 below the non-CR run’s
distribution. Across the CR runs, within ⇠ 30 kpc, the gas
is almost exclusively cold (104 K), in stark contrast to the
non-CR run’s median value ⇠ 106 K at these radii. The
more di↵usive runs do feature a minority of gas up to these
temperatures, but the vast majority of gas remains cold in
the inner CGM. At large radii the least di↵usive runs now
show the most spread in temperature.

The metallicity profiles (third row) corroborate the
stark contrast between CR and non-CR runs seen in the ear-
lier projections: within the virial radius, the non-CR CGM is
devoid of gas beyond 0.01 solar metallicity. Meanwhile, the
CR runs feature a CGM almost exclusively above 0.1 solar.
The most di↵usive run has the largest spread in metallicity,
especially approaching and beyond the virial radius.

Finally we analyze the CR pressure dominance in the
CGM (bottom row). Across CR runs, this quantity is strictly
unity (completely CR dominated) within ⇠ 30 kpc for the
two less-di↵usive runs, and nearly as monolithically CR-
dominant for HCR. However, beyond this radius, all three
runs exhibit a broad distribution of the pressure ratio, with
the central 50% of gas parcels anywhere from 50% CR-
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Figure 8. A comparison of column density versus radius (“impact parameter”) between our simulations and quasar absorption line
measurements from the COS-Halos Survey (Werk et al. 2013). The simulated profiles bin together all pixels from surface density maps
generated from three orthogonal projections of the halo, with the median value at each radius shown as an orange line. Red and blue
markers denote passive and star-forming galaxies from COS-halos (demarcated at sSFR = 10�11 yr�1 as in Werk et al. 2013). Squares
show bounded measurements, whose errors are smaller than the markers shown here. Upward arrows represent saturated sight-lines, and
thus lower limits, whereas downward arrows denote non-detections, and thus upper limits. Across ion species and impact parameters,
the CR-inclusive runs (second and third colums) show better agreement with COS results.

where the pion production cross section on average is �̄pp ⇡
32 mbarn (Jubelgas et al. 2008), ⇢ is the thermal ISM’s
physical density and ✏CR(qthr) is the CR energy density of
all CR protons above the energy threshold qthrmpc

2 = .78
GeV. Our simulations do not track any measure of the CR
gas’s momentum distribution. For now we will assume the
CR population of the CGM within our simulations is com-
posed entirely of protons above this threshold. This simplifi-
cation still a↵ords us an upper limit on the luminosity due to

hadronic losses. Appendix 8 explores the uncertainty intro-
duced by this assumption, to find a more detailed treatment
lowers the emissivity by 10 � 70%, but not by an order of
magnitude.

We employed Equation 2 to compute the gamma-ray
emissivity produced by CR protons throughout our simula-
tion domain. We then used yt to produce edge-on surface
density maps of this emission, to provide a direct comparison
to �-ray observations. Figure 9 shows these mock observa-
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details of the onset of the wind probably depend on our simplified
initial conditions, we focus our further analysis on later times when
the wind has fully developed. We also keep the small radius of the
cylinder to probe the wind-dominated region.

With the previously determined quantities, we calculate the mass
loading of the wind, which is defined as Ṁ/SFR. We compare mass
loss and SFR at the same time and do not model a temporal offset
between these quantities. We show the mass loading as a function
of time in the fourth panel of Fig. 4. Remarkably, the mass loading
stays almost constant with time in all four haloes, even though SFR
and mass loss change. Furthermore, the mass loading of CR-driven
winds is a strong function of halo mass with a value of ∼30 in Halo
10.0 and 2 in Halo 11.0. We discuss the mass loading as a function
of halo mass in more detail in the next section.

Similar to the mass loading of the wind, we also compare the
kinetic energy in the wind with the CR energy that is injected by
SN feedback. We obtain the wind energy from the mass loss and
the outflow velocity as

Ėw = 1
2
Ṁυ2

out. (8)

Here, we assume that all mass is lost with the outflow velocity at the
virial radius. This is an overestimate for the gas that leaves through
the sides of the cylinder, whose velocity can be significantly lower
than υout. Therefore, our results for the energy loading can only
be considered as upper limits. The CR energy that is injected per
solar mass of star formation is εcr = 1048 erg M−1

⊙ in the fiducial
simulations that we consider here. Hence, the energy loading is
given by Ėw/(εcr SFR).

The bottom panel of Fig. 4 shows the energy loading as a function
of time. In contrast to the mass loading, the energy loading is neither
constant in time nor a strong function of halo mass. In Haloes 10.0
and 10.5, the energy loading shows a small peak around 1 Gyr. It
is related to the mass loss before the wind reaches the virial radius
and does not represent the wind properties correctly. The energy
loading in Halo 10.0 reaches its maximum directly after the onset
of the wind and then decreases with time. In Haloes 10.5, 11.0,
and 11.5, the energy loading stays roughly constant and is largest
in Halo 11.0. Therefore, no simple scaling with halo mass exists.
Overall, even the upper limits for the energy loading are lower than
the mass loading. Typical values range between 1 and 20 per cent.
Only in Halo 11.0 does the energy loading factor reach unity for
more than a Gyr.

3.2.3 Scaling of mass and energy loading with halo mass

We are particularly interested in how mass and energy loading scale
with halo mass and how this compares to observations. The top panel
of Fig. 6 shows the time averaged mass loading factor as a function
of halo mass for the simulations with isotropic (red squares) and
anisotropic diffusion (blue diamonds). The bottom panel displays
the same for the energy loading. We average between 2 and 6 Gyr for
the mass loading and between 3 and 6 Gyr for the energy loading.
The reason for the different time intervals is that the energy loading
depends on the outflow velocity at rvir, which the outflow reaches
only after ∼2 Gyr.

The figure shows that the mass loading factor of CR-driven winds
drops rapidly with halo mass. If we approximate this function with a
power law, we obtain a slope that is close to −2 for most halo masses.
However in some mass ranges, the slope becomes shallower and is
closer to −1. For comparison, the dashed lines in Fig. 6 indicate
the power laws M−1

vir , M−2
vir and M−3

vir . With the observed scaling,

Figure 6. The top panel shows the time averaged mass loading factor as a
function of halo mass, the bottom panel shows the energy loading factor as
a function of halo mass. We average the mass loading between 2 and 6 Gyr
and the energy loading between 3 and 6 Gyr. The dashed lines indicate the
power laws M−1

vir , M−2
vir , and M−3

vir . The data points are taken from Heckman
et al. (2015) and Chisholm et al. (2017). The mass loading factors in the
simulations of CR-driven winds drop rapidly with halo mass, much faster
than in observations. The energy loading does not show a clear scaling with
halo mass in our simulations.

the mass loading of CR-driven winds decreases faster with halo
mass than what is expected from purely energy driven winds with
a slope of −2/3 or purely momentum driven winds with a slope
of −1/3 (Vogelsberger et al. 2013). The slopes are rather similar
for isotropic and anisotropic diffusion although the mass loading is
overall higher for isotropic diffusion.

Next, we compare our results to the observations of nearby star-
burst galaxies from Heckman et al. (2015) and Chisholm et al.
(2017).3 Both studies use ultraviolet absorption lines to measure
outflow velocities and determine mass loss rates with the help of
estimates for the geometry and density of the outflow. Since it is
extremely challenging to measure mass loss in this way, the inferred
mass loading factors are rather uncertain. Moreover, this procedure
is very different to the way we measure mass loss in simulations.
Similarly, SFRs have to be inferred observationally from infrared
and ultraviolet luminosities whereas we can determine it directly

3 We assume υvir ∼ υcirc (see the footnote in Heckman et al. 2015) and use
υvir and H0 = 100 km s−1 Mpc−1 (as in the rest of the paper) to calculate
Mvir.
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TABLE 1
Parameters of the galaxy models.

Halo Properties Disk Properties

Identifier(1) m(2)
200 v(3)200 c(4) λ(5) f(6)

g M (7)
gas,disk M (8)

star,disk M (9)
star,bulge r(10)d h(11)

d

(M⊙) (km/s) (M⊙) (M⊙) (M⊙) kpc kpc
MW 1.1× 1012 150.0 10 0.02 0.20 9.0× 109 3.3× 1010 3.3× 109 3.6 0.36
SMC 2.0× 109 40.0 15 0.04 0.75 4.0× 108 4.0× 108 1.0× 107 0.9 0.2

Notes: From left to right the columns contain: (1) Simulation set name; (2) Spherical overdensity DM halo mass defined relative to the
200 times the critical density at z = 0; (3) Circular velocity at the virial radius; (4) Concentration of NFW halo; (5) Halo spin parameter;

(6) Disk gas fraction; (7) Mass of gas in the disk; (8) Mass of stars in the disk; (9) Mass of stars in the bulge; (10) Scale length of
exponential disk; (11) Scale height of gas disk.

Fig. 1.— The solid curves show the mass loading factor, η, of the
galactic wind, defined as the ratio of the SFR to the gas outflow
rate, as a function of time (left-hand axis). The dotted curves show
the galaxy SFR (right-hand axis). The color of each curve denotes
the feedback model and the top (bottom) panel shows results for
the SMC (MW) simulation. The no-feedback model (black curves)
is not shown on the mass-loading plot because there is a net inflow
of gas at all times. Both feedback models predict mass loadings
of ∼ 0.5 for the MW galaxy, but the CR feedback is capable of
suppressing the SFR by a larger fraction than the thermal feedback
model. In the SMC galaxy the CR feedback model is capable
of driving galactic winds with large (∼ 10) mass loadings and
suppresses the SFR significantly more than thermal feedback alone.

changes the density PDF of the gas in the disk reducing
the fraction of mass in star forming regions.
Efficiency of outflows can be parametrized by the mass

loading factor, η, defined as the ratio of the gas outflow
rate to the SFR. The solid curves in Fig. 1 show η as a
function of time for different simulations. Outflow rates
are measured as the instantaneous mass flux through the
plane parallel to the galactic disk at a height of 20 kpc.
In the MW simulation the mass loading is approximately
0.5 in both simulations, whereas in the SMC simulation
the mass loading is ∼ 10 in the simulation with CRs

Fig. 2.— Velocity of the outflowing gas (wwind) as a function
of halo circular velocity. The gray points show the observations
of Schwartz & Martin (2004) (downward pointing triangles) and
Rupke et al. (2005) (upward pointing triangles). The solid points
show simulation predictions. The squares (circles) show the MW
(SMC) simulations and the colors denote the feedback model.
In both galaxies, the outflows in the CR feedback models (blue
points) have velocities comparable to the obserations, whereas
the thermal feedback models (red points) overestimate the wind
velocity by a large factor.

and only ∼ 1 in the simulation with thermal feedback
only. This indicates that CRs greatly enhance efficiency
of outflows from dwarf galaxies.
Figure 2 shows velocity of the outflowing gas, vwind,

as a function of the circular velocity of the halo, vcirc,
compared to observational measurements of cool wind
gas around dwarf galaxies (Schwartz & Martin 2004) and
for z < 0.5 starburst dominated galaxies (Rupke et al.
2005). We measure outflow velocities by projecting the
gas field perpendicular to the disk and calculating the
velocity that contains 90% of the cool (T < 105 K) gas.
In each galaxy the thermal feedback simulation predicts
outflow velocities that are significantly larger than those
observed whereas the CR runs are comparable to the
observations.
Finally, Fig. 3 shows the temperature of the outflowing

gas in a thin slice through the centre of the simulated
galaxies (left). The notable difference between simula-
tions is that wind in the CR simulation is considerably
cooler, especially in the SMC simulation. The panels
to the right of this figure show the profiles of velocity
and outward pressure gradient. The thermal feedback
run has winds that accelerate abruptly from the galactic
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Fig. 4.— Simulated spectra of the Fermi bubbles calculated for a longitude range of l = [�10�, 10�] for di↵erent latitude bins (top left
panel). The other three panels show decomposition of the simulated spectra into di↵erent components of the ISRF, namely the CMB
(dashed-triple-dotted), IR (dashed), and optical (dotted) radiation field. The grey band represents the observational data of Ackermann
et al. (2014). The leptonic jet model successfully reproduced the latitude independence of the observed spectra, including the normalization,
overall spectral shape, and the spectral cuto↵ above ⇠ 110 GeV, despite the complex convolution of CR energies and the latitude-dependent
ISRF.

cating the flat surface brightness of the observed bubbles
is also recovered. This is quite a remarkable result since
one must get the CR distribution right both spatially and
spectrally in order to successfully reproduce the flat in-
tensity and latitude-independent spectra simultaneously.

4.4. Constraints on the initial conditions

Because the maximum energy of the CRe at the present
day, E

max

, is largely determined by fast cooling of CRe
near the GC, it could be used to constrain the initial
conditions at injection, including the initial speed of the
AGN jets and the energy densities of the ISRF and the
magnetic field. In this section we discuss the parame-
ter space allowed to build a successful model, and how
it would be influenced by improved measurements of the
cuto↵ energy from future observational data. In deriv-
ing these constraints, we assume that no significant re-
acceleration of CRs took place near the GC.
Two criteria need to be satisfied at early stage of the

bubble evolution in order to generate a spatially uniform
bubble spectrum in the scenario described in § 4.3. First,
the initial cooling must be fast enough to act on the
jets before they propagate away from the GC. Therefore,
the cooling timescale of CRe must be shorter than the
dynamical time of the jets, i.e., ⌧

syn+IC

< ⌧

dyn

. Using
the expression for the synchrotron and IC cooling time

(Eq. A28) and the definition of t
dyn

⌘ (1 kpc)/v
jet

, we
obtain an upper limit on the initial jet velocity,

v

jet

< 0.065c

✓
u

tot

10�11 erg cm�3

◆✓
E

max,0

TeV

◆
, (7)

where c is the speed of light, E

max,0

is the character-
istic maximum energy of CRe near the GC, u

tot

=
u

B

+ u

rad

F

KN

is the summation of the energy density
of the magnetic field and the ISRF with the correction
factor for the KN e↵ect (Moderski et al. 2005). Note
that the strengths for both the magnetic field and the
ISRF rapidly decay away from the GC, and hence u

tot

in the above equation represents an average value near
the GC (roughly within the central kpc). For the follow-
ing discussion, we assume f

cool

⌘ E

max

/E

max,0

= 0.3 to
account for the di↵erence between the characteristic CR
energy near the GC (E

max,0

) and that observed today
(E

max

).
Another criterion comes from the fact that the ini-

tial cooling cannot be so strong that the energy of the
CRe cools below the energy required to produce the ob-
served high-energy cuto↵ today. In other words, the
energy of CRe after the initial cooling losses has to be
greater than the maximum energy of the CRe today, i.e.,
E > E

max

. The CR energy after going through syn-
chrotron and IC losses is given by E = E

0

/(1 + �tE

0

)
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  of	
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vCR-­‐driven	
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  multi-­‐phase,	
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  CR	
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  transport	
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Figure 1. Central slices (100 × 20 kpc) of log (ne/cm−3) in runs J0 (top panels), J1 (middle panels), and J1-A (bottom panels) at time t = 10 Myr (left panels) and
t = 70 Myr (right panels). The horizontal and vertical axes represent z and r, respectively.
(A color version of this figure is available in the online journal.)

Table 1
List of Simulations

Run η ejcr
a Ecr

b Eke
b Eth

b Ejet
b Pjet

c

J0 0.01 0 0 3.13 1.07 4.21 1.3
J1 0.0001 2.96 4.17 0.03 0.01 4.21 1.3
J1-A 0.0001 0 0 0.03 0.01 0.04 0.01
J2 0.0001 1.52 2.14 0.03 0.01 2.18 0.69
J3d 0.01 8.0 3.06 0.85 0.29 4.21 4.9

Notes.
a The initial CR energy density at the jet base (in units of 10−9 erg cm−3).
b Ecr, Eke, Eth, and Ejet are, respectively, the injected CR, kinetic, thermal, and
total energy (in units of 1058 erg) by the jet during its active phase t ! tjet (e.g.,
Ecr = Pcrtjet).
c The jet power in units of 1044 erg s−1.
d In run J3, the jet is active for a duration of tjet = 2.72 Myr (to keep Ejet the
same as in run J1), while in all other runs, tjet = 10 Myr.

3. RESULTS

3.1. Kinetic-energy-dominated Jets

Numerical simulations suggest that jets dominated by kinetic
energy usually penetrate easily into the ICM, forming low-
density cavities at cluster-centric distances much larger than
those in real clusters observed at similar ages (e.g., Reynolds
et al. 2002; Omma et al. 2004; Zanni et al. 2005; Vernaleo
& Reynolds 2006; O’Neill & Jones 2010). Furthermore, these
jet-inflated cavities are strongly elongated in the (radial) jet
direction, while most observed cavities are quite spherical, or
elongated in the tangential direction (e.g., the cavities in the
Perseus cluster; Fabian et al. 2006). The goal of this paper is
to compute the dynamical evolution of CR-dominated jets and
investigate if these physically motivated jets can form fat X-ray
cavities near cluster centers.

We first present our control run J0, which follows the
evolution of a typical kinetic-energy-dominated jet. As listed
in Table 1, the parameters of run J0 are η = 0.01 and
ejcr = 0, similar to those often adopted by previous authors
(e.g., Reynolds et al. 2002; Vernaleo & Reynolds 2006; O’Neill
& Jones 2010). As usual, we assume that the jet thermal
temperature at the jet base is 100 times the initial cluster gas
temperature at the origin. Thus, the jet is initially in pressure
equilibrium with the ambient gas. This assumption is the most

used in jet simulations, but may not hold for supersonic jets
moving down the cluster pressure gradient. Furthermore, the
initial jet pressure is determined by physical processes directly
associated with the central supermassive black hole and is
unlikely to be equal to the pressure of central hot ICM. The
shock heating of the jet material and the production of CRs
within the jet may make the jet overpressured. We will explicitly
explore the effect of jet pressure on the formation of fat cavities
in Section 3.3.

Figure 1 shows central 2D slices (100 × 20 kpc) of electron
number density in logarithmic scale in runs J0 (top panels), J1
(middle panels), and J1-A (bottom panels) at time t = 10 Myr
(left panels) and t = 70 Myr (right panels). The same images
at t = 100 Myr are shown in Figure 2. As clearly seen in these
figures, the kinetic-energy-dominated jet in run J0 penetrates
easily into the ICM and reaches ∼100 kpc at t = 100 Myr.
The jet creates a low-density cavity, which is strongly elongated
in the jet direction. These features have been previously seen
in many simulations of kinetic-energy-dominated jets and are
clearly inconsistent with observations of most X-ray cavities,
which are often approximately spherical and appear to rise
buoyantly at cluster-centric radii ! 50 kpc in times t ! 100 Myr
(McNamara & Nulsen 2007).

3.2. Cosmic-ray-dominated Jets

In run J0, the jet injects into the ICM a total energy of
Ejet = 4.21 × 1058 erg, which is mainly kinetic. Our preferred
jet J1 has the same amount of total jet energy, but it is dominated
by CRs. We assume that the jet in run J1 has the same initial
temperature Tj and velocity vjet as in run J0, but has a much
smaller gas density (η = 10−4) and consequently a very small
kinetic energy. We choose the initial CR energy density in the jet
to be ejcr = 2.96×10−9 erg cm−3 so that Ejet in run J1 is the same
as that in run J0 (see Table 1 for the jet energetics). To emphasize
the role of CRs in the jet evolution, we performed another run
J1-A, which is exactly the same as run J1 except that the jet in
this run contains no CRs (ejcr = 0). For reference, the central
electron number density and temperature in the Virgo cluster
are n0 ∼ 0.1 cm−3 and T0 ∼ 1.6 keV, respectively (Ghizzardi
et al. 2004).

In Figures 1 and 2, we see a striking difference on the
evolution of jets J0 and J1: unlike the jet in run J0, which forms
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Figure 6. Radial profiles of pressure support (upper panel) and relative

importance of various heating mechanisms (lower panel) in the final state of

our main simulation presented in Section 4.4 (run C). Note that the short-

wavelength oscillations in the curves are caused by sound waves due to

changing boundary conditions. See text for additional information.

at r ∼ 4 kpc at t ∼ 0.3tH. The appropriate value of ν depends on

the bubble disruption rate and is fairly uncertain (see discussion in

Section 2.3). However, a very high value of ν seems unlikely since

bubbles are observed to survive out to large projected radii.

Recent studies (Chandran 2005; Chandran & Dennis 2006) sug-

gest that the CR pressure gradient may drive convection, if the con-

vective instability criterion

µe

µ
nekB

dT

dr
< −

dPc

dr
(40)

is satisfied. In cluster cores, a strong negative CR pressure gradient

is required to drive convection, since the gas temperature increases

away from the cluster centre. When ν is higher, the distribution of

CR injection is more centrally peaked, and thus the resulting CR

pressure gradient is more negative. We checked the convective in-

stability criterion (equation 40) for runs F1 (ν = 0.1), C (ν = 0.3)

and F2 (ν = 0.7), and found that the cluster is always convectively

stable during the simulations. In the steady-state configuration of

our main model (run C), we find that the ratio of the left-hand side

to the right-hand side of equation (40) is ∼5–10. For run F3 (ν =

1.5), where CRs are mainly dispersed into the ICM at the cluster

centre, the instability criterion (equation 40) is easily met at the clus-

ter centre at the very beginning of the simulation, suggesting that the

cluster becomes convectively unstable long before the onset of the

cooling catastrophe. Convection driven by the CR pressure gradient

thus provides an alternative means for heating the ICM and gen-

erating the needed magnetic turbulence in cluster cores (Chandran

2005), which is obviously beyond the scope of this paper.

The CR diffusion coefficient, κc, in galaxy clusters is fairly un-

clear. To check the dependence of our model on it, we performed

three additional simulations with different radial profiles of κc,

which has the form of equation (17) with κ0 = 3 × 1027 cm2 s−1

and 3 × 1029 cm2 s−1 for runs G1 and G2, respectively. For run

G3, κc is taken to be constant throughout the cluster: κc = 3 ×

1028 cm2 s−1. The steady-state profiles of the contribution of CR

diffusion, Fdiff = −κc(∂Ec/∂r), to CR transport for these runs are

very different, as shown in the upper panel of Fig. 9. The middle

and lower panels show the steady-state profiles of CR energy den-

sity and gas temperature. These runs demonstrate that the evolution

of the ICM is very insensitive to the radial profiles of κc. This is due

to the fact that the CR diffusion time is much longer than the gas

cooling time (see Section 2.3). In our model, the distribution of the

CRs in the cluster is mainly determined by the spatial distribution of

CR injection into the ICM from the rising bubbles (see Section 2.3).

Note that the diffusion is also usually subdominant with respect to

the CR advection. The steady-state ratio of diffusion to advection

for run C is !0.1 in the central ∼10 kpc and becomes negligible

(∼0.03) in the outer regions; run G2 is an extreme case where the

CR diffusion becomes comparable to the advection (see Fig. 9).

5 C O N C L U S I O N S

Awareness of the significant role CRs could play in shaping the ther-

mal and dynamical state of gas in galaxy clusters has been growing

in recent years. Observations of diffuse radio synchrotron radiation

from galaxy clusters imply that strong sources of non-thermal par-

ticles are indeed present. At the same time, recent studies show that

AGN inflate buoyant bubbles containing non-thermal radio emitting

particles and could potentially play a central role in suppressing the

cooling flows in cool core clusters. Many studies have focused on

the potential dynamical effects of CR pressure support, but none

has built successful models in which CR heating is significant. In

this paper, we propose a new model of AGN feedback heating, in

which CRs produced by accretion-triggered AGN activity heat the

ICM efficiently, with only a small dynamical perturbation on the

ICM.

In our model, the CRs are injected into the ICM mainly from the

rising bubbles generated by central AGN activity, which is treated

in a time-averaged sense. We assume that the CRs are injected into

the ICM instantaneously and neglect any time delay between central

AGN activity and the CR injection. Such time averaging is justifiable

because the AGN duty cycle is much shorter than the gas cooling

time. The CRs then stream along the magnetic field lines in the

ICM. Due to the CR streaming instability, Alfvén waves propagating

nearly in the direction of the CR streaming are excited and scatter the

CRs in pitch angle. These waves grow exponentially until dissipated

by non-linear Landau damping, and thus heat the ICM efficiently. We

note that the CR streaming may also depend on the details of the CR

scattering by the small-scale MHD turbulence in the ICM, which is

still poorly understood (see Section 2.1.1). Here, only Alfvén waves

self-excited by the CR streaming instability are considered.
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Figure 2. The top panels show the BH mass growth, BHAR in Eddington units, and SFR as a function of time for four different runs: the black lines denote
the case with cooling and star formation only, the blue lines show results where the AGN-driven bubbles are thermal, while the green and red lines refer to the
case of CR bubbles. The run with a steeper spectral index of α = 2.4 is represented with the green lines, while the case of α = 2.1 is drawn with the red lines.
The bottom panels show radial profiles of gas density, mass-weighted temperature, and entropy, for the same set of runs and with the same colour-coding. The
vertical dotted lines denote the gravitational softening length and the virial radius of this halo.

in the cases with thermal and CR injection. Thus, even though the
bubble radius was the same at the moment of injection in both cases,
the subsequent evolution leads to a marked difference in the size
evolution of the bubbles.

Furthermore, the CR bubbles remain coherent for a significantly
longer time than the thermal bubbles, and they reach larger cluster-
centric distances as well. Support for this finding can be seen in
the middle panels of Fig. 1, where the thermal bubbles that were
still clearly defined in the top panel are already shredded when
reaching a distance of ∼150 h−1 kpc, while the CR bubbles have
risen to ∼200 h−1 kpc and are still intact at the same time. One
reason for this behaviour lies in the significantly longer cooling
time of the relativistic gas inside the bubbles compared with the
thermal cooling time. Thus, while we injected initially the same
energy in both runs, the CR bubbles preserve their entropy content
for a longer time. Another reason lies in the enhanced buoyancy of
the CR bubbles thanks to their larger size.

3.2 Self-regulated CR bubble heating

Now we turn to a more detailed analysis that involves a growing
BH. To this end we introduce at the beginning of the simulations
a seed BH of small mass at the centre in order to see how feed-
back by CR bubbles fares in establishing self-regulated AGN activ-
ity. These test runs are analogous to the ones presented in Sijacki
et al. (2007), where a more detailed description of the set-up can

be found. We also test variations in the CR power-law slope from
a value of 2.1–2.4, as illustrated in Fig. 2, but we fix qinit = 1 and
f CR = 1.

First, we analyse the growth of the central BH as a function
of time in the top panels of Fig. 2. It can be seen that the CR
bubbles lead to a self-regulated growth of the central BH similar
to the thermal case, but at the end of the simulated time-span, the
BH reaches a slightly smaller mass in the CR case. However, the
detailed time-evolution in the case of CR bubbles is physically more
complex than in the thermal case. Initially, for t < 0.1tHubble, the CR
bubbles are less effective in heating the ICM, and consequently the
central BH is growing more efficiently. During these early stages of
BH growth, the average CR pressure in the cluster central region is
smaller than the central pressure in the runs with thermal bubbles.
Hence, during this early phase the combined effect of Coulomb and
hadronic losses as well as the higher compressibility of composite
CR plus thermal gas leads to a less-efficient CR bubble feedback,
as will be discussed in more detail in Section 3.3. However, even
though this allows the gas to cool somewhat more efficiently towards
the centre the amount of stars formed is roughly the same in the
thermal and relativistic cases.

For t > 0.1tHubble, the star formation rate (SFR) begins to be
more suppressed in the run with CR bubbles, because at this stage
PCR starts to be comparable to the local Pth. In fact, for the run
with α = 2.1, this transition occurs somewhat earlier than in the
simulation with a steeper α, given that for α = 2.1 the CR pressure
reaches significant values sooner. It can be seen that for t > 0.1tHubble
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Figure 1. From left to right: Slice though the cosmic ray energy density distribution for the case with hadronic and Coulomb heating
(CHT0), cosmic ray streaming/heating (ST1), cosmic ray streaming/heating and hadronic and Coulomb heating (SCHT1), and same as
the last panel but for super-Alfvénic streaming (SCHT4). All snapshots were taken at 3 Gyr.

Alfvénic. Note that these results also imply that the dy-
namical state of the atmosphere does depend on whether
CR transport is included. Despite the fact that all snap-
shots were taken at the same time, the case where the
CR streaming is neglected corresponds to the most per-
turbed atmosphere at the center of the cool core, while
in all cases that include streaming, the ICM is relatively
less disturbed and calmer at this particular time. As de-
scribed in detail below, in the simulations including CR
streaming the ICM generally exhibits larger variations
due to more intermittent AGN feedback. This means
that the atmosphere can experience both the periods
of relative calm and more stormy conditions. Recent
Perseus data from Hitomi is consistent with relatively
low level of turbulence in this cluster (Hitomi Collabora-
tion et al. 2016). It is plausible that the dynamical state
of the Perseus cluster currently corresponds to relatively
low-turbulence state captured in Figure 1 in cases includ-
ing transport processes (see also Li et al. (2016)). Al-
ternatively, turbulent motions in the cluster atmosphere
could be reduced due to viscosity. We also point out that
the iron line shifts corresponding to large gas velocities
induced by the AGN at the center of the cool core may
be partially diluted by slower moving gas away from the
center. This may give an impression of relative calm in
the ICM even if fast gas motions are present. This dilu-
tion e↵ect has been seen in mock Hitomi simulations that
show line shifts consistent with the data (Morsony, priv.
comm.). We defer to a future publication the study of
the iron emission line profiles and observational predic-
tions for the planned Hitomi replacement and the X-ray
Surveyor missions.
As expected, the dispersal of CRs throughout the core

is more pronounced at later times since the onset of feed-
back and when the speed of CR transport is faster. In-
terestingly, observations of M87 with LOFAR reveal a
sharp radio emission boundary that does not seem to de-
pend sensitively on radio frequency (de Gasperin et al.
2012), i.e., it appears that the boundary corresponds to
the physical extent of CRs. At late times no such bound-
ary is seen in the simulations. However, such boundary
in the spatial distribution of CRs could be explained by
large-scale sloshing motions that order magnetic fields
on large scales and prevent the leakage of CRs to large
distances by suppressing cross-field CR transport. Sim-
ulations of ZuHone et al. (2013) show that sloshing mo-
tions induced by substructure in the cluster can gener-
ate tangential magnetic fields. Such fields could slow
down radial transport of CRs away from the core. Alter-

natively, weaker or less collimated AGN feedback could
prevent the bubbles from overshooting the critical radius
at which their internal entropy equals that of the ambi-
ent ICM. In such a case, we would expect CR to exist
predominantly within such critical radius. We defer ex-
ploration of these possibilities to a future publication and
point out that there exist counter-examples to the mor-
phological appearance of M87. In Abell 262 (Clarke et al.
2009) and A2597 (Clarke et al. 2005) the radio emission
at lower frequencies extends to larger distances from the
cluster center.

The pressure support due to CRs is quantified in
Figure 2. Pressure support is defined as the ratio of
the pressure provided by CRs to the sum of the thermal
and CR pressures. In order to exclude CR-filled bubbles
that are cooling very ine�ciently, this quantity is set to
10�2 whenever the local cooling time exceeds the Hubble
time. All panels show the evolution of the profiles of the
pressure support. Dark lines corresponds to 50% of CR
contribution to the total pressure support. In the case
excluding CR transport (left panel), CR interaction with
the ambient medium is inhibited. This is caused by the
presence of the magnetic fields that slow down the mix-
ing process and the fact that CRs are simply advected
with the gas and do not stream with respect to the loca-
tion of the fluid injected by the AGN. Consequently, even
though hadronic and Coulomb heating processes are in-
cluded, the CR heating of the ambient ICM is ine↵ective
because CRs do not easily come in contact with the ther-
mal ICM. This means that the cooling catastrophe can
easily develop, which leads to large mass accretion rates
onto the central supermassive black hole. As a result of
this accretion the black hole feedback increases and more
CRs are injected into the ICM. This is a runaway process
in which CRs account for progressively larger fraction of
the total pressure support. At the end of the simulation
the CR pressure support in ⇠50 kpc is dominant and
thus it is inconsistent with observational constraints (Ja-
cob & Pfrommer 2016b,b).
The remaining three panels illustrate that the role of

transport processes is essential for removing this tension
with observations. The second panel shows that includ-
ing CR streaming and associated with it streaming heat-
ing dramatically reduces CR contribution to the pressure
support. This reduction in CR pressure occurs because
CRs can now come into contact with the thermal ICM
and heat it, thus reducing the CR energy density and
associated with it CR pressure. Similarly, CR pressures
are further reduced when, in addition to the processes in-
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Alfvénic. Note that these results also imply that the dy-
namical state of the atmosphere does depend on whether
CR transport is included. Despite the fact that all snap-
shots were taken at the same time, the case where the
CR streaming is neglected corresponds to the most per-
turbed atmosphere at the center of the cool core, while
in all cases that include streaming, the ICM is relatively
less disturbed and calmer at this particular time. As de-
scribed in detail below, in the simulations including CR
streaming the ICM generally exhibits larger variations
due to more intermittent AGN feedback. This means
that the atmosphere can experience both the periods
of relative calm and more stormy conditions. Recent
Perseus data from Hitomi is consistent with relatively
low level of turbulence in this cluster (Hitomi Collabora-
tion et al. 2016). It is plausible that the dynamical state
of the Perseus cluster currently corresponds to relatively
low-turbulence state captured in Figure 1 in cases includ-
ing transport processes (see also Li et al. (2016)). Al-
ternatively, turbulent motions in the cluster atmosphere
could be reduced due to viscosity. We also point out that
the iron line shifts corresponding to large gas velocities
induced by the AGN at the center of the cool core may
be partially diluted by slower moving gas away from the
center. This may give an impression of relative calm in
the ICM even if fast gas motions are present. This dilu-
tion e↵ect has been seen in mock Hitomi simulations that
show line shifts consistent with the data (Morsony, priv.
comm.). We defer to a future publication the study of
the iron emission line profiles and observational predic-
tions for the planned Hitomi replacement and the X-ray
Surveyor missions.
As expected, the dispersal of CRs throughout the core

is more pronounced at later times since the onset of feed-
back and when the speed of CR transport is faster. In-
terestingly, observations of M87 with LOFAR reveal a
sharp radio emission boundary that does not seem to de-
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tions induced by substructure in the cluster can gener-
ate tangential magnetic fields. Such fields could slow
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Figure 2. Pressure support is defined as the ratio of
the pressure provided by CRs to the sum of the thermal
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easily develop, which leads to large mass accretion rates
onto the central supermassive black hole. As a result of
this accretion the black hole feedback increases and more
CRs are injected into the ICM. This is a runaway process
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thus it is inconsistent with observational constraints (Ja-
cob & Pfrommer 2016b,b).
The remaining three panels illustrate that the role of

transport processes is essential for removing this tension
with observations. The second panel shows that includ-
ing CR streaming and associated with it streaming heat-
ing dramatically reduces CR contribution to the pressure
support. This reduction in CR pressure occurs because
CRs can now come into contact with the thermal ICM
and heat it, thus reducing the CR energy density and
associated with it CR pressure. Similarly, CR pressures
are further reduced when, in addition to the processes in-

v With	
  transport,	
  CRs	
  can	
  escape	
  the	
  bubbles	
  and	
  interact	
  with	
  ICM	
  
v CR	
  heating	
  (Alfven-­‐wave,	
  Coulomb,	
  hadronic)	
  -­‐>	
  self-­‐regulation

✗ ✔



No	
  transport,	
  no	
  heating
Advection	
  only,	
  no	
  transport Advection	
  &	
  transport

Ruszkowski,	
  KY	
  &	
  Reynolds	
  (2017)

✗ ✔

AGN	
  intermittency	
  is	
  altered



4.	
  CR	
  jet	
  feedback	
  affects	
  evolution	
  of	
  cold	
  gas

KY+18	
  (in	
  prep.)

Mass	
  of	
  cold	
  gas	
  (T<5e5K)	
  vs.	
  time

v Cold	
  gas	
  formed	
  initially	
  due	
  to	
  adiabatic	
  cooling	
  and	
  slow	
  heating
v With	
  transport,	
  amount	
  of	
  cold	
  gas	
  reduced	
  due	
  to	
  CR	
  heating



Kinetic	
  jets	
   CR	
  jets,	
  no	
  transport CR	
  jets,	
  with	
  transport

CR	
  feedback	
  in	
  clusters	
  -­‐-­‐ summary



Kinetic	
  jets	
   CR	
  jets,	
  no	
  transport CR	
  jets,	
  with	
  transport

Failed	
  to	
  regulate SuccessfulSuccessful

More	
  intermittentLess	
  intermittent

Gradual	
  CR	
  heatingInstantaneous	
  bubble	
  mixing	
  (KY+16)

CR	
  feedback	
  in	
  clusters	
  -­‐-­‐ summary



Open	
  questions
vDetails	
  of	
  CR	
  transport
-­‐-­‐ isotropic	
  vs.	
  anisotropic
-­‐-­‐ streaming	
  (self-­‐confinement)	
  vs.	
  diffusion	
  (extrinsic	
  turbulence)
-­‐-­‐ damping	
  mechanisms	
  (Wiener+13,	
  18)
-­‐-­‐ energy	
  dependence

vNonthermal emission	
  
-­‐-­‐ gamma-­‐ray	
  constraints	
  from	
  Fermi/MAGIC
-­‐-­‐ connection	
  to	
  radio	
  mini	
  halos	
  (Jacob+16ab)

vHow	
  to	
  distinguish	
  CR	
  bubbles	
  from	
  thermal	
  bubbles	
  obervationally?	
  
-­‐-­‐ Sunyaev-­‐Zel’dovich effect	
  (Pfrommer+04,	
  Sijacki+08,	
  Abdulla+18)
-­‐-­‐ Inverse-­‐Compton	
  scattering
-­‐-­‐ ??



CR	
  Feedback	
  in	
  Galaxies	
  and	
  Clusters	
  -­‐-­‐ summary

v CRs	
  are	
  a	
  key	
  ingredient	
  in	
  galaxy	
  and	
  cluster	
  feedback

v CR	
  transport	
  model	
  matters

v CR	
  physics	
  is	
  rich	
  and	
  extremely	
  multi-­‐scale


